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Abstract: the fourth industrial revolution, the current trend of automation and data interconnection in industrial technologies, is becoming an essential tool to boost maintenance and availability for space applications, warehouse

logistics, particle accelerators and for harsh environments in general. The main pillars of Industry 4.0 are Internet of Things (IoT), Wireless Sensors, Cloud Computing, Artificial Intelligence (Al), Machine Learning and Robotics. We are
finding more and more way to interconnect existing processes using technology as a connector between machines, operations, equipment and people. Facility maintenance and operation is becoming more streamlined with earlier
notifications, simplifying the control and monitor of the operations. Core to success and future growth in this field is the use of robots to perform various tasks, particularly those that are repetitive, unplanned or dangerous, which
humans either prefer to avoid or are unable to carry out due to hazards, size constraints, or the extreme environments in which they take place. To be operated in a reliable way within particle accelerator complexes, robot controls and
interfaces need to be included in the accelerator control frameworks, which is not obvious when movable systems are operating within a harsh environment. In this paper, the operational controls for robots, integrated in accelerator
complexes at the European Organization for Nuclear Research (CERN), is presented. Current robot controls at CERN will be detailed and the use case of the Train Inspection Monorail (TIM) robot control will be presented.

Robotic Service at CERN: Remote interventions in particle
accelerators are mainly needed for safety and availability
increase. At constant machine reliability, to increase
availability, the only way is to improve the maintainability,
and this can be done improving human intervention
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robots for remote inspection and maintenance are designed
and controlled using a framework named CERNTAURO a
novel in-house robotic control solution. he robotic service at
CERN has enabled more than 1000 robotic operations over | SESEg ‘
the last 8 years, operating robots for more than 1500 hours. EXTRM robot (CERN conols)
Many in-situ challenging tasks like cutting, screwing, sewing
etc. have been performed, saving a significant amount of
dOse tO perSOnnel and improving acceleratOr ava||ab|||ty Overview of the different type of robots under the BE-CEM group responsibility at CERN (left), CERNTAURO framework architecture (top right), Main type of

interventions that are currently possible using robots (left) and radiation dose saved to personnel (bottom right).

<,_|_> Autonomous navigation
L Full autonomous in case of
L

2| | communication lost

— Deep

Energy manager Learning

Trained neural network

Cooperative Multi-Robots

Equivalent annual max dose saved

I I I ‘ ‘

2014 2015 2016 2017 2018 2019 2020 2021 2022
Year

&
=]

TYPES OF INTERVENTIONS

LA
=

P
=]

Number of humans
L) Lt
[=] (=]

[y
(=]

CERNBAot in different configurations (CERN made)

(=]

“’L's.‘»' 9 Quadrupeds for
Drone for tele- yan “difficult” zones

operation support % (S -

-

ROBOTIC OPERATIONS AND CONTROLS WITHIN PARTICLE ACCELERATORS:
e
CERN General | Network connection type Robot side’s connection Interconnection Operator’s computer
Purpose Network : Platform as a Service (PaaS) CERN Control Center (CCC) Ethernet cable directly Ethernet cable connecfor Single cable Ethernet cable connec‘for
(GPN) A EEEEE LR LR EEEE spososBscsosoos)| |lEssscooooososcss coooocossos Ethernet cable connection CERN General Purpose Ethernet cable connection
_____________________ Fixed-Display ; Ethernet over CERN GPN to CERN General Network cabled to CERN General
web-application Operator Purpose Network indrastructure Purpose Network
Computer Network operator
A 4G connection in the LHC tunnel, Ethernet cable connection
CERN Technical . VPN 4G modem in the LHC tunnel 4G modem VPN connection to to CERN General
Netwoflf (_:_"II:IC;EI : ¢ CERN General Purpose Network Purpose Network
===S==55c5e=heseaz=x cabled infrastructure
CERN Logging Frnnlt:Eg{: EE::Uter OpenVPN Wi-Fi connection to CERN CERN General Purpose Wi-Fi connection to
System < ( ) - <« client Wi-Fi over CERN GPN General Purpose Network Network cabled CERN General Purpose
(NXCALS) Expert-operator ( Wi-Fi infrastruture infrastructure Network Wi-Fi infrastruture
Computer .
I - - ~
\
Swisscom GSM /4G - — - -
Robot ‘; - network . Network Downlink Round-trip time [ms] Jitter | Bandwidth standard
local-network ‘o . _ .7 connection bandwidth Bandwidth Bandwidth [ms] deviation
T . OpenVPN See o=’ type [Mbps] usage =0% | usage =100% [Mbps]
i . |server o VPN with 4G modem 11.99 43.4 131.5 26.00 0.61
. 1 F 4 -,
! Ethernet (—‘ 48 "; Wi-Fi over CERN GPN 73.95 20.33 30.3 5.64 17.88
N Power Management | > SR Ethernet over CERN GPN | 8858 0.04 161 0.19 38.1
/ Recovery Device ST Ethernet cable directly 941.8 0.24 1.47 0.28 0.42
Control scheme for the robots integrated in accelerator controls infrastructure. Connec‘;ion_ types bgtvv_gen a robot and operator (top) and_ bandwidth and its deviation, SPS robot operation for remote inspection and Robots' operation from
round-trip time and its jitter measurements for all connection types (bottom) RP measurements (top), robot passing the CERN Control Center
sector doors apertures of 400x200 mm (bottom)
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e 4___!:- ] S s human-robot interface tab showing the position of the four TIM robots operational in the LHC (right)
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\50” - hicamoss | node accelerators has been developed and is currently
A in operation at CERN on four TIM robots within
TIM robot passing the LHC sector doors (top left), 3D of a wagon (bottom left), 9 the LHC. TeIe-ope ration tasks for remote

degrees of freedom robotic wagon (top right), 3D of the robotic wagon (bottom right)

maintenance that are currently performed by

T o e Corater O v expert robotic operators could be driven and/or
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Novel framework developed for camera images streaming from the TIM robot (left) and TIM operators
human-robot interface tab showing all available cameras on one TIM robot (right)

Overview of the TIM robot control integrated in accelerators controls
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