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Abstract
The ICAT metadata catalogue is a flexible solution for

managing scientific metadata and data from a wide variety
of domains following the FAIR data principles. This paper
will present an update of recent developments of the ICAT
metadata catalogue and the latest status of the ICAT collab-
oration. ICAT was originally developed by UK Science and
Technology Facilities Council (STFC) to manage the scien-
tific data of ISIS Neutron and Muon Source and Diamond
Light Source. They have since been joined by a number
of other institutes including ESRF, HZB, SESAME, ALBA
and SIRIUS who together now form the ICAT Collabora-
tion1. ICAT has been used to manage petabytes (12.4 PBs
for ESRF and over 50 PBs for DLS) of scientific data for
ISIS, DLS, ESRF, HZB, and in the future SESAME and
ALBA and make these data FAIR. The latest version of the
ICAT core as well as the new user interfaces, DataGateway
and DataHub, and extensions to ICAT for implementing free
text searching, a common search interface across Photon and
Neutron catalogues, a protocol-based interface that allows
making the metadata findable, electronic logbooks, sample
tracking, and web-based data and domain specific viewers
developed by the community will be presented.

INTRODUCTION
Science needs data in order to make new discoveries and

verify existing theories. Data are therefore essential to sci-
ence [1] and need to be managed for the short and long term
i.e. during and after an experiment. Managing data during
the experiment helps provide feedback to the experimental-
ists, while in the long-term, a record of the data needs to be
kept so that scientists can get back to their own data after
the experiment, and others can verify and eventually repro-
duce the results. Preserving data requires having a metadata
catalogue for storing all metadata and references to data.
The metadata catalogue supports browsing, searching and
displaying of relevant metadata, as well as providing access
to the data themselves. Over a thousand scientific data repos-
itories exist today built on diverse solutions ranging from
bespoke closed source data software to common open source
metadata catalogue software. The choice of which solution
∗ andy.gotz@esrf.fr
1 https://icatproject.org

to use will depend on the needs of the scientific domains
being considered, as well as the technical preferences and
available resources of the software engineers. This paper de-
scribes the ICAT solution, its architecture, implementation
and which sites have adopted ICAT and how they use it.

ICAT ARCHITECTURE
Data Model

The metadata stored in ICAT follows a schema [2] based
on the Core Scientific Meta-Data Model (CSMD), originally
conceived in 2003 [3] and most recently updated in 2013 [4].
CSMD captures high level information about scientific stud-
ies and the data that they produce, and contains 27 entities,
which have remained fairly stable since their inception. At
the core of the ICAT schema (see Fig. 1), includes:

• Investigations, which set high level and scientific con-
text. They may correspond to a proposal or visit to a
facility.

• Datasets, which define context for creating data. They
may correspond to a single experiment, measurement
or simulation. A single Investigation can contain many
Datasets.

• Datafiles, which represent the actual files that make up
the data. A single Dataset can contain many Datafiles.

Users are associated with data at the Investigation level.
Other aspects of the metadata are represented with their
own entities and related to these core entities, such as at
which Instrument an Investigation was carried out. It is
also worth noting that these entities and their fields can be
used to suit the needs of the Facility using ICAT. Many are
optional which allows the schema to be applied flexibly.

In particular, Types, Parameters and Technique allow a
highly configurable method for categorising data and captur-
ing the experimental conditions. Each of the three main enti-
ties and the Sample is required to have a named Type (with
the exception of the Datafile which has the optional Datafile-
Format, intended to explicitly capture the file format). All
four can possess any number of Parameters, which in turn
must have a defined ParameterType (as shown in Fig 2).
The former records a value, the latter what it is measuring
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Figure 1: ICAT schema entities, based around the CSMD.
Note that entity fields and relational entities for one:many
relationships have not been included for simplicity, as have
entities shown separately in figure.

Figure 2: ICAT schema entities for defining parameters and
types, across the data hierarchy.

- including units if relevant. Parameters can be a single
numeric value, an upper/lower value specifying a range, a
data/time or a string which can be controlled to only al-
low certain values. As noted before this approach allows
Facilities to define the scientific metadata which is mean-
ingful, without the ICAT schema having to accommodate
all possible properties which may be of interest or relying
on a generic representation that cannot easily be included
in queries to the ICAT server. Thus, Parameters provide
an extension point, allowing for any values, or key-value
pairs, to be added to the entities and making the schema very
flexible.

ICAT extends this with a further 12 entities, primarily cen-
tred around DataPublications which can be used to group
any number and combination of the core entities for the pur-
pose of assigning them to a single DOI. The entities and

fields related to DataPublications are based on the DataCite
Metadata Schema [5], where equivalent fields in ICAT did
not already exist.

Core Services
The ICAT catalogue as a whole is comprised of a num-

ber of individual software components, as shown in Fig. 3.
Some of these components are optional, providing additional
functionality for ICAT (such as icat.lucene), and in other
cases multiple options exist for a single aspect of the ser-
vice (such as the DataGateway and DataHub front-ends). In
this way, ICAT can be customised or extended to meet the
needs of the facility running it. Brief descriptions of the
core components and their roles in ICAT follow.

icat.server The majority of the business logic for the
ICAT service is contained in this component [6]. It handles
requests from front-end components either directly or via
one of the other intermediary API layers (see sub-section
Extensions) and interfaces with the underlying relational
database in which the metadata is stored.

In addition to dealing with incoming queries, icat.server
handles permissions for both the metadata and underlying
data catalogued in ICAT. As can be seen from Fig. 3, even
the IDS component (which does not need to query or return
metadata, but rather the data itself) contacts ICAT server in
order to perform authentication and authorization for down-
load requests. While Users or a Grouping of users can
be associated with an Investigation (see Fig. 1), by itself
this does not provide access to data. Access is provided by
creating a Rule which can provide access to:

• All users, including those accessing open data anony-
mously

• A specific Grouping of Users, such as admins of the
instance

• Users that meet some arbitrary criteria, defined with
JPQL (Java Persistence Query Language) which is eval-
uated dynamically when attempting to access the data

Each Rule can allow any combination of Create, Read,
Update or Delete (CRUD) permission, and can apply to
either all entities in a particular table, or only those entities
that match the JPQL criteria described above. This approach
allows for highly configurable permissions that are relevant
to the facility running ICAT, without mandating that any
particular approach be followed. It also means any new
policies can be implemented immediately, as a new Rule
can be created (or existing one modified) without requiring
changes to source code or configuration files (as the Rules
are stored in the ICAT database itself). Examples of common
use cases are:

• Making high level metadata readable to all, such as
Facility and Instrument names
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Figure 3: Two examples of possible ICAT instances. Dif-
ferent frontends (orange) and extensions (green) can be run
against the backend of core ICAT components (blue). This
can also be configured with optional components and run
against different storage solutions. Arrows show the flow of
control, not data.

• Giving users associated with the experiment access to
their data via the User <-> Investigation or User <->
Instrument <-> Investigation relationships shown in
Fig. 1

• Making data readable to all a set period of time after it
has been collected (note that this does not require any
action on the “release date” of the data, as this can be
compared against the current date dynamically)

• Only making certain Datasets in an Investigation ed-
itable to the Principal Investigator based on fields such
as the name, type or date

This final example is where the benefit of each facility
being able to define its own Rules is most apparent - as their
policy on who can edit what data will vary considerably,
as will how information is recorded in the metadata (and
therefore upon which fields the criteria will depend).

Authentication components In addition to the Rule
system of ICAT making authorization highly configurable,
multiple methods of authentication are supported as well.
Login requests to icat.server should include the desired
method in addition to the user’s credentials, and the request
is then handled by the corresponding component. There is a
standard set of authenticators available including:

• an anonymous authenticator for users browsing open
data, for example

• an LDAP authenticator for authenticating via accounts
stored in an organsiation’s LDAP or Active Directory
server

• database and simple authenticators typically used for
functional accounts used by data ingest tools etc.

• an OpenID Connect authenticator for verifying tokens
issued by an external Identity Provider

This system can be (and has been) extended to create cus-
tomised authenticators that implement the same endpoints
and follow the same pattern.

icat.lucene In addition to JPQL style querying sup-
ported by icat.server, the optional icat.lucene component
enables users to perform searches on the metadata entities
using a single free text field via their frontend of choice. In
the backend this uses the Apache Lucene library [7] to build
and search inverted indices for Investigations, Datasets
and Datafiles. This acts as a complementary tool to JPQL
querying, which is suited to queries where the user has a
good understanding of both the metadata schema and the
specific values their (meta)data contains. In the frontend,
browsing for data is often characterised by hierarchically
“drilling down” (e.g. from Instrument to Investigation to
Dataset) and filtering on specific fields of those entities.
By contrast, searches with the icat.lucene component can
be performed across one more indices in their entirety by
specifying keywords - without needing to know where in the
metadata they may be found or to which high level parent
entities they “belong” as with hierarchical based browsing.
This can aid data discovery, particularly for open data (when
an understanding of the data’s format cannot be assumed).

icat.oaipmh The Open Archives Initiative Protocol for
Metadata Harvesting (OAI-PMH) [8] provides a mean for
repositories to disseminate their metadata. External services,
such as metadata aggregators like B2FIND and OpenAire
may use it to harvest the metadata regularly, for instance, to
provide some cross repository search services to their users.

icat.oaipmh provides an OAI-PMH endpoint to answer
those harvesting requests. It connects to icat.server as a
client in order to search the metadata and to compile the
responses. There is deliberately no access control built into
icat.oaipmh. It will disseminate all data it has access to. The
access can be controlled with standard ICAT access rules in-
stead, by making sure that the user that icat.oaipmh connects
icat.server as, is only allowed to see what should be dissem-
inated. For instance, most facilities would want to dissemi-
nate only public data via OAI-PMH. This can be achieved
by configuring icat.oaipmh to connect to icat.server using
the anonymous authenticator.

Frontends
ICAT’s modular architecture supports having multiple

frontends. There are currently two main frontends and one
bespoke frontend implemented for ICAT.

DataGateway DataGateway is the current front-end for
access to data stored in ICAT at both ISIS and Diamond.
It is used both by internal facilities users to retrieve their
own data and at ISIS it also provides open data for anyone
to access. It provides the ability to browse through the ICAT
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catalogue in hierarchies specific to the facilities, e.g. ISIS
uses an Instrument -> FacilityCycle -> Investigation hi-
erarchy, whereas Diamond focuses just on Investigation
downwards. It can display entities in two formats, a tabular
view and a “card” view more similar to a search engine re-
sults page, with options for the user to expand information
of any specific item for more detailed metadata. Users can
select Investigations, Datasets and Datafiles and these will
be added to a “cart” - a selection of items which is stored
on a server for the user to action on later. This cart can then
be submitted to ids.server, where it will process the request
and it allows the user to monitor the progress of the down-
load through all the steps of the two-level storage retrieval
process. Additionally, it also provides a free-text search in-
terface which uses icat.lucene to help users discover data
when they do not know much about the metadata.

Some upcoming features include:

• Datafile previewing in the browser for ISIS (since all
their data is available in single-level storage)

• More detailed progress bars for data retrieval from Di-
amond

• Improved search interface

• Replacing existing service for ISIS DOI landing pages
with DataGateway providing the landing pages

• Ability for users to generate DOIs for custom selections
of data

DataHub It is the front-end used at the ESRF. Its de-
velopment started in 2017. The motivation was to include
the extended functionality that ICAT+ supports like the elec-
tronic logbook. Since then, it has been enhanced with fea-
tures and tools needed for implementing FAIR data in the
context of a large research facility.

Its main features are:

• Electronic logbook allows users and software to anno-
tate the experiments. The electronic logbook is made
available within the metadata and helps to understand
the decision-making of the experiment.

• Sample tracking A considerable number of experi-
ments are performed remotely nowadays. Users send
the samples to the facility and this features allows to
keep track of the parcels and the content of the parcels.

• Custom display It allows to change the metadata dis-
played depending on the technique of the dataset. By
making custom views of the list of datasets it makes
easier for users to understand and follow their experi-
ment

• H5Viewer is integrated in DataHub and allows to
browse the content of HDF5 files.

• User management DataHub allows to add collabora-
tors to an investigation as well as to manage the permis-
sions of the staff.

• Statistics allows to monitor the current status by pro-
viding statistics in real time of the ingestion of data,
tracking of the parcels and the logbook.

• DOI Minting It allows participants of an experiment
to mint a DOI by selecting one or multiple datasets.

Currently, a new release of DataHub is being developed
with a module federation based architecture. Besides the
current features supported by DataHub the new version will
enhance the display of (meta)data with special emphasis in
the processed data and will provide users with the possibility
to reprocess data.

Human Organ Atlas A third example of a frontend
is the Human Organ Atlas (see Fig. 4) which is a bespoke
frontend based on the PaNOSC search API implemented
on top of ICAT and a dedicated frontend for data of human
organs curated in the ESRF ICAT instance. The web inter-
face, based on react.js, demonstrates how it is possible to
provide a tailored user experience for a specific scientific
domain. The users see the data in ICAT through the bespoke
frontend.

Extensions
The core of ICAT as described above is a mature well

tested solution for curating metadata and data. The modular-
ity of ICAT makes it possible to implement extensions on
top which leverage the features of ICAT like the user access
rights to data. This section describes the most evolved and
used ICAT extensions currently available.

python-icat python-icat [9] is a client library package
that provides a collection of modules for writing Python
programs that access an ICAT service. It provides clients to
talk to icat.server and ids.server. It defines native Python
classes to represent the entity object types from the ICAT
schema. The package includes a module to read configura-
tion from various sources, such as command line arguments,
environment variables, and configuration files. A query
builder allows to build complex JPQL search expressions
programmatically. Furthermore there are modules to export
ICAT content to a flat file and to ingest it from a file into
ICAT.

Some facilities use python-icat to implement their internal
management workflows for ICAT, such as importing pro-
posal metadata from the user office or ingesting data from
the experiments.

DataGateway API & PaNOSC Search API The Data-
Gateway API is a RESTful web service that was designed and
developed using the lightweight Python framework, Flask
RESTful [10]. It utilises the functionality provided by the
Python ICAT library [9] to interact and retrieve data from
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an ICAT metadata catalogue. DataGateway API serves two
distinct use cases, each with its own set of endpoints and
functionalities. The first use case serves the DataGateway
user portal, where it provides endpoints essential for tasks
such as data browsing, discovery, and retrieval.

The second use case focuses on the implementation of
the Search API which was required to be developed and
deployed by the ICAT facilities as part of the European
Open Science Cloud Photon and Neutron Data Service (Ex-
PaNDS) [11] and The Photon and Neutron Open Science
Cloud (PaNOSC) [12] EU-funded projects. The Search API
is a reduced functionality version of the DataGateway API in
terms of endpoints, schema relationships, and query filters
available. It adheres more closely with the Loopback REST
query framework [13] and reuses DataGateway API code
wherever possible. Notably, it eliminates the need for user
authentication, allowing easy access to publicly available
data stored in an ICAT metadata catalogue.

The DataGateway API is fully configurable, allowing
users to configure and operate both use cases within a single
API instance. Alternatively, it can be set up to run only one
of these use cases, depending on specific requirements.

SCIENCE USE CASES
The ICAT generic data model (CSMD) supports mod-

elling data from many different scientific techniques. These
range from the generic case supporting curation of data with
only basic metadata to highly specific scientific use cases
with rich domain specific metadata.

Generic Data
The generic case stores only minimum metadata required

by the CSMD which consists of date, authors, title of inves-
tigation, list of data files associated with the investigation.
These metadata allow investigations to be searched for and
the data for an investigation to be downloaded. However
searching via technique specific metadata is not supported
as the metadata are not stored in ICAT but instead in the
data files. The generic approach allows sites to start storing
data in ICAT with minimal effort but has its drawbacks for
encouraging data reuse because they are difficult to find and
search for, i.e. they are not FAIR.

Processed Data
ICAT was designed to follow the entire life cycle of data

from the sample declaration to the publication of the results.
One of the main steps to producing scientific results is pro-
cessing raw data to produce results. ICAT can be used to
store the processed results using enriched parameter meta-
data to link processed results to raw data.

FAIR Data
The ultimate goal of curating data and metadata are that

they follow the FAIR guidelines i.e. that they are Findable,
Accesible, Interoperable and Reusable. ICAT provides all
the necessary support to make data FAIR. The Human Organ

Figure 4: Example of FAIR data from the Human Organ
Atlas.

Atlas is an example of FAIR data managed in ICAT (see
Fig. 4). A similar repository of FAIR data for paleontology
is under development at the ESRF.

ICAT SITES
ICAT was originally deployed at ISIS and DLS but has

since been adopted by other sites. This section summarises
the situation at the different sites using ICAT.

ISIS
ISIS Neutron and Muon Source facility is a world-leading

centre for research in the physical and life sciences at the
STFC Rutherford Appleton Laboratory near Oxford in the
United Kingdom. It is host to a suite of neutron and muon
instruments that gives unique insights into the properties of
materials on the atomic scale. ISIS has been using ICAT
since 2007 to catalogue raw data produced from all instru-
ments and all data produced at ISIS since 1984, which com-
prises of over 150,000 experiments and 20,000,000 files, has
been catalogued and is available online via DataGateway.
According to the ISIS data policy [14], all data is automati-
cally made open 3 years after the end of an experiment, and
DOIs are automatically minted for open experiments via
DataCite.

DLS
Diamond Light Source is the UK’s national synchrotron.

Over 14,000 researchers from across life and physical sci-
ences both from academia and industry use Diamond to
conduct experiments, assisted by approximately 700 staff.
Diamond has been using ICAT to catalogue the experiment
metadata, datasets and datafiles since around 2008 and now
has data for over 50,000 experiments catalogued totalling
nearly 5,000,000,000 files and over 50 petabytes of data.
The files are stored on tape and users have the option to
either download them, restore them to a Globus server ready
for transfer, or have them restored to a data analysis cluster.
Users can find their data via DataGateway.
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ESRF
The ESRF, the European Synchrotron, based in Grenoble,

FRANCE, has been accepting users since 1992. In 2020
the ESRF underwent a major upgrade to become the first
4th generation storage ring providing hard xray synchrotron
radiation to the photon user community. ESRF chose to use
ICAT as their metadata catalogue in 2012 after comparing it
with 14 other metadata catalogues [15]. ICAT was installed
at ESRF in 2013 and went into production cataloging meta-
data and data in 2015. In the beginning only a few beamlines
were connected to ICAT but since then all beamlines have
been configured to catalogue metadata and data according to
the ESRF data policy [16]. ESRF has extended ICAT signif-
icantly developing the DataHub web interface together with
the ICAT+ backend as frontend to ICAT. In order to make
data as FAIR as possible new components for electronic
logbooks, DMPs, sample definition and tracking have been
developed and integrated into the DataHub. ESRF ingests
data automatically immediately after it has been acquired
into ICAT via queues. The ESRF has so far catalogued more
than 25,000 experiments, 2,000,000 datasets comprised of
665,000,000 files and a total volume of 12.4 PB. ESRF is
the first ICAT repository to be certified by CoreTrustSeal, a
self-certification process for scientific data repositories [17].

HZB
Helmholtz-Zentrum Berlin für Materialien und Energie

(HZB) strives to achieve a climate neutral society through
science and innovation. Scientists are developing and opti-
mising efficient and cost-effective materials amongst others
for solar cells, batteries and catalysts. Therefore, we run
state-of-the art labs and BESSY II light source, which de-
livers intensely bright light, soft X-rays in particular. Re-
searchers are using this special light to study the structure
and function of energy and quantum materials. BESSY II
has an annual average of 2700 user visits from 28 countries.
HZB scientists are also conducting research on new concepts
for accelerator-based light sources.

ICAT is deployed at HZB in a simple setup based on
Docker containers. IDS is deployed as a two level storage.
The storage is using a Hierarchical Storage Management
(HSM) system that is composed of tape libraries and online
disks for the archive storage. As a result, most of the data
will reside on tapes, but the IDS plugin may still access the
storage as a normal file system that happens to have a very
high latency on read, though. Proposal data are automati-
cally imported from the HZB user office portal GATE into
ICAT as Investigations. The integration of BESSY instru-
ments and the ingestion of data is still work in progress. Our
goal is to create the data from the instruments using the
NeXus format, whenever possible.

ALBA
ALBA is a 3rd generation Synchrotron Light facility lo-

cated in Spain. ALBA received its first users in 2012 and
serves over 2,000 scientists annually. ALBA has ten beam-

lines in operation, which will increase to fourteen in the
following years. In parallel, the facility is starting to leap
from the 3rd to the 4th generation by upgrading the accelera-
tor, the existing instrumentation and adding a new and fully
optimized beamlines portfolio, giving birth to the ALBA
II. ALBA began cataloguing raw data using ICAT in 2020
with its catalogue based on the ESRF’s implementation of
DataHub and ICAT+. With a major overhaul of its catalogue
beginning in 2023, effort has gone into the convergence to-
wards the NeXus data format in the current beamlines and
the migration of the whole internal architecture to a high-
availability platform. ALBA’s catalogue will open to the
public by the end of 2023.

SESAME
SESAME (Synchrotron-light for Experimental Science

and Applications in the Middle East) is a “third-generation”
synchrotron light source that was officially opened in Al-
lan (Jordan) on 16 May 2017. It is the first synchrotron
light source in the Middle East and neighbouring countries,
and also the region’s first major international center of ex-
cellence. In June of 2020, the SESAME Council adopted
its “Experimental Data Management Policy” [18], and this
was harmonized following the community best practices
and standardization. Accordingly on 2022, the Scientific
computing team made a community-driven decision and
started the implementation of ICAT as a metadata catalogue
solution, and to handle the required integrations with en-
vironment subsystems on the research infrastructure, data
acquisition system, User office and proposal submission sys-
tems. Currently, ICAT is in the development and validation
phase, with plans to transition into production mode by 2024.
ICAT4.8 is built on the Rocky Linux 8.4 operating system
and utilizes a technology stack that includes MariaDB, Glass-
fish 4.1 IDS, IDS plugins, Java 8, ActiveMQ, MongoDB,
as well as Python 2.7 and Python 3.8. Metadata for users
and proposals are sourced from the SESAME User Portal
(SUP) and systematically imported into the designated ICAT
database using a combination of Python and ActiveMQ. The
structure and delivery of SESAME experimental data (SED)
formats are managed by data acquisition tools to ensure stan-
dardization across the produced data. These formats can
vary and encompass options such as HDF5, DX for BEATS
beamline, and XDI for HESEB, MS, and XAFS beamlines.
The SESAME main storage architecture comprises two dis-
tinct levels: short-term storage (STS) and long-term storage
(LTS). Both LTS and STS are managed and maintained by
the ICAT services, enabling users to access and download
their SESAME experimental data (SED) conveniently. This
integration ensures that users can retrieve their data from
both short-term and long-term storage seamlessly through
the ICAT services provided by SESAME.

SIRIUS
Sirius is a fourth-generation synchrotron light source de-

signed to offer to the scientific community a wide range
of X-ray experimental techniques. Currently, Sirius is in
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its first phase of operation with 14 experimental stations,
of which six are already fully operational and work with
different experiment control systems, five are in scientific
commissioning, and two are under construction. The Sirius
is maintained by The Brazilian Synchrotron Light Labo-
ratory (LNLS), which is part of the Brazilian Center for
Research in Energy and Materials (CNPEM), in Brazil, a
private non-profit organization under the supervision of the
Brazilian Ministry of Science, Technology, and Innovations
(MCTI). Sirius has recently started the evaluation of ICAT as
a standard solution for cataloging the data and metadata pro-
duced during the experiments by taking the current ESRF’s
implementation of DataHub web interface alongside with
the icatplus. This initiative is part of a major effort at the
LNLS for fully automated managing data and metadata fol-
lowing the FAIR data principles at the Sirius. The main
reasons that make ICAT attractive to the LNLS-Sirius are:
(i) the stability and maturity of the project since this solution
is operating in production mode for a significant amount of
time in several large-scale facilities; (ii) the extensions avail-
able for the core solution, which are essential for gathering a
plenty of metadata associated to the sample and experiments;
(iii) the license of the core software and its components as
an open source software; and (iv) the support of an active
software development community aligned with the nowa-
days synchrotron needs. All these reasons makes the ICAT a
suitable solution for efficiently managing scientific data and
metadata of large-scale facilities, following FAIR principles,
and data governance took place at the Sirius.

COLLABORATION
The ICAT collaboration has been active for almost 20

years now. The original members were STFC, ISIS and DLS.
Today the collaboration has been extended to include ESRF,
HZB, ALBA, SESAME and recently SIRIUS is evaluating
ICAT. The way the current collaboration is organised follows
the best practices of open source software which include:
(1) all code in the core components of ICAT is on GitHub
in a single project https://github.com/icatproject
under an open source licence and accessible by anyone (2)
site specific developments are in local institute reposito-
ries accessible by all (3) remote meetings are held monthly
to discuss progress and site deployment issues (4) face-
to-face workshops are held on an annual basis (roughly)
(5) meetings on special topic are held when required (6)
on-site experience sharing and help are provided on re-
quest (7) a website at https://icatproject.org (8)
a mailing list on google groups (9) a Slack workspace
icatcollaboration.slack.com. The collaboration is
essential to sustaining ICAT and making it easy to use.

NEXT STEPS
There are ongoing improvements and new developments

being made in the various components that make up the
ICAT service. Major changes to the icat.lucene component
are scheduled for release, both to improve performance for fa-

cilities with large amounts of data (several billion Datafiles)
and add new features, including:

• Improving search syntax to support targeting of specific
metadata fields and increasing the number of searchable
fields

• Providing sorting on specific metadata fields alongside
the default (relevancy to search term)

• Synonym injection to ensure searches using abbrevia-
tions of scientific terms and techniques return the same
results as non-abbreviated searches

• Unit conversion for numeric parameters

• Ability to perform facet filtering of results on specific
categorical or numeric fields, such as:

– Investigation/DatasetTypes

– Sample names

– Parameters (types and values)

An extension to leverage the DataPublication entity is un-
der development: an API that allows Principal Investigators
to mint DOIs for their data in ICAT, and support the auto-
matic minting of high level metadata by facilities without
user input. In addition to communicating with other ICAT
components, it will send requests to the DataCite API [5]
to mint the DOIs with all recommended metadata provided.
Frontend integration is planned for DataGateway, and allow
access to the data in question via the ICAT Rule system.

CONCLUSION
The flexible CSMD data model as well as the maturity

and stability of ICAT for managing large data makes it an
attractive solution for data repositories. The core team main-
taining ICAT keep updating it to support the latest version
of the runtime platform. The number of contributions to
ICAT has grown over the years e.g. python-icat, oai-pmh,
as well as the extensions e.g. icatplus, e-logbook, HDF5
viewer, sample tracking etc. The number of ICAT sites is
growing and there is an vibrant community of users and
developers who meet monthly to improve and extend ICAT.
The scientific use cases for ICAT have grown recently and it
is now being used to serve raw, processed and FAIR data for
a variety of experimental techniques. ICAT is being used to
successfully manage the research data of a number of large
and small facilities - it just works!
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