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Abstract

The migration of the controls system for the ISIS accelera-
tor from VSystem to EPICS presents a significant challenge
and risk to day-to-day operations. To minimise this im-
> pact throughout the transition, a software bridge between
the two control systems has been developed that allows the
phased porting of HMIs and hardware. The hybrid VSystem
and EPICS system also allows the continued use of existing
feedback control applications that now require interaction
between both control systems, for example the halo steer-
ing operation in Target Station 1. This work describes the
implementation of this bridge, referred to as PVEcho, for
the mapping of VSystem channels to EPICS PVs and vice
versa. The position within the wider ISIS controls software
stack is outlined as well as how it utilises Python libraries for
EPICS. Finally, we will discuss the software development
practices applied that have allowed the bridge to run reliably
for months at a time.

INTRODUCTION

VSystem is a commercial product distributed by Vista
Control Systems [1] which saw first use for the accelerators
at the ISIS Neutron and Muon Source [2, 3] in 1998. It is
run using the OpenVMS [4] operating system on [tanium
servers. Like most other control systems, components in
the accelerator are distributed into different channels and
databases. Metadata associated with them is summarised in
database (.adb) files which determine the data type of the
channel as well as alarm configurations, display limits and
labels, among other things.

The imminent obsolescence of the Itanium servers on
which VSystem is run prompted a recent evaluation of al-
ternative control systems that could be implemented at the
ISIS accelerators. The evaluation concluded that the ISIS
accelerator should be migrated over to EPICS to reap the
benefits of being part of a wider community of developers
and users of the control system, as well as access expertise
of other facilities on the Rutherford Appleton Laboratory
site.

The nature of ISIS as an operational facility mandates that
the transition from VSystem to EPICS needs to be done in
a way that minimizes impact on user runs. It was therefore
decided that a phased porting of control of hardware is the
desired option for the transition [5—7]. This way, conversion
of Graphical User Interfaces (GUIs), referred to as control
screens at ISIS, could be decoupled from the porting of
control hardware and updates to systems could progress in
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the background. Similarly, it would mean that new systems
and services could be slowly introduced part way through
the transition to allow a period of adjustment and training
for machine operators [8].

In order to complete the transition in this phased manner,
the current state of VSystem channels needs to be replicated
within EPICS to mirror the behaviour of the machine in
real-time as EPICS process variables (PVs). This work
outlines the overall purpose and structure of this bridging
software, as well as explaining where it sits within the larger
software stack of the ISIS accelerator controls. The software
is named PVEcho [9] and is divided into two halves. The first
is VSystem to EPICS, referred to as V2E, which replicates
channels where VSystem is still the source of truth as EPICS
PVs. The second is the reverse. EPICS to VSystem (E2V)
provides updates from PVs where the hardware has already
been ported to EPICS to Vsystem channels which do not link
to hardware but are still available for operators and software
to interact with. We refer to these channels as ’soft’ channels.
More detail about each of these services will be provided in
the following sections.

SYSTEM OVERVIEW

The current ISIS software stack consists of a mix of what
we have operating currently (the OpenVMS servers and
VSystem) and what we are moving towards, as well as a
variety of applications that bridge the gap between the two.
Recent work has involved development of systems that allow
us to interface more easily with Vsystem. These services are
deployed onto a cluster of Linux servers as Docker containers
in Swarm mode [10] (hereafter referred to as Docker Swarm),
as can be seen in Fig. 1.

The aforementioned services include an MQTT [11] bro-
ker that allows us to stream updates to VSystem channels
via topics to which clients subscribe. An application run-
ning natively in the OpenVMS server transmits messages to
readback topics, as well as listening for messages published
on an equivalent set topic. This allows a client to set values
in VSystem from outside of the OpenVMS system.

Likewise, we host a NoSQL CouchDB database to store
metadata associated with the Vsystem channels. Usually
stored in the proprietary .adb files, a service has been built
that scans the live Vsystem channels at regular intervals (ap-
proximately every 15 minutes) and updates the CouchDB
database with any new contents such as modified alarm lim-
its. This application makes the configuration of the channels
available to developers via read only access to the CouchDB
instance.

PVEcho leverages both of these services extensively. Both
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Figure 1: Illustration of where components of PVEcho sit within the larger software stack for the ISIS Accelerators and the
services they interact with. Services within the red box are run on Windows machines, whereas those in the green box
operate on the OpenVMS operating system. Those within the blue box are deployed as micro-services within a Docker

Swarm running on Linux servers.

V2E and E2V are deployed into the same Docker Swarm,
each as individual and isolated services. As a result, all PVs
are contained within the Docker network, allowing access
to be controlled via a PVA Gateway [8, 12].

As part of the ISIS Target Station 1 (TS1) upgrade [13],
obsolete Omron PLCs were upgraded to newer models that
communicate through the CIP protocol. These were inte-
grated into EPICS using Python-based PVAServers [7, 14],
which are shown in Fig. 1. Similar to PVs hosted as part
of V2E, these servers are deployed into the Docker Swarm.
Using E2V allows integrating these PLCs with the rest of the
Vsystem control system including automated control loops
and the ISIS Alarm Viewer.

VSystem to EPICS (V2E)

As discussed, VSystem to EPICS (V2E) is the component
of PVEcho that exactly replicates channels where VSystem
is still the source of truth for the hardware but as EPICS PVs
that utilise the pvAccess [15] (PVA) protocol. We utilise the
metadata for the channels stored in CouchDB to populate
the EPICS PVA structure and add the PVs to a PVAServer
hosted within a Python application using pvaPy [16].

pvaPy was chosen because at the time of PVEcho’s con-
ception, it was one of the libraries that allowed dynamic
addition and removal of PVs from its server without having
to restart the service as would be required for a softIOC.
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While the ISIS accelerators are committed to preferring
PVA [7, 8], it’s possible that some hardware will be required
to use channel access (CA) and therefore the ability of pvaPy
to communicate with PVs over both protocols through its
client was also a consideration when selecting the library to
use. Finally, it offers flexibility over the creation of PVs that
allows us to construct non-standard PV structures in a way
that replicate VSystem channels more closely.

At the initiation of the project, p4p [12] was considered as
the base library for PVEcho but at the time pvaPy seemed to
offer a more complete set of features that suited our use case.
The commitment to p4p as the primary Python library for
communicating with EPICS PVs [17] had also not yet been
announced but its favour over pvaPy within the community
should be considered as a factor for any future significant
development work on PVEcho.

Flexibility around the structure of PVs is particularly im-
portant when replicating our alarmed PVs. The majority
of alarms within VSystem follow the same format as those
within EPICS, where alarm limits are specified and deviation
outside of the range of these limits causes an alarm to be trig-
gered. For obvious reasons, in VSystem this type of alarm is
referred to as a range alarm. However VSystem also offers
two other options for alarms, referred to as match alarms
and reference alarms. Match alarms are integer channels
that are set to alarm on a specific value, usually represent-
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ing a specific non-binary state of a system. In the current
implementation of PVEcho, these alarms are configured as
normal integer PVs where the application of the traditional
range alarm will not apply. Using the flexibility of pvaPy
we have instead constructed these PVs to adopt the same
value (the value on which the PV should alarm) as all of
the alarm limits within the PV’s valueAlarm structure. An
example of this is shown in Fig. 2. This way, a user can see
from the PV structure what the alarm value is. Additional
logic is implemented server side to enforce this structure
whenever a PV is updated via VSystem or EPICS.

BPS_12::SEARCH:VALID epics:nt/NTScalar:1.8
alarm_t alarm MAJOR DEVICE SEARCH:VALID
int severity 2
int status 1
string message SEARCH:VALID
string channelname bps_12::search:valid
control_t control
double limitlow @
double limitHigh @
double minStep @
string descriptor SEALRCH:VALID
display_t display
double limitlow @
double limitHigh @
string description SEARCH:VALID
string format
string units
time_t timeStamp 2023-088-18 16:46:27.780
long secondsPastEpoch 1692373587
int nanoseconds 779545545
int userTag @
int value @
valueAlarm_t wvaluellarm
boolean active true
int lowAlarmLimit @
int lowkWarninglinmit @
int highWarninglimit @
int highfAlarmLimit @
int lowdlarmSeverity 2
int lowlWarningSeverity 2
int highWarningSeverity 2
int highAlarmSeverity 2
byte hysteresis @

Figure 2: A Vsystem ’match’ alarm on an integer channel
translated to an EPICS pvAccess PV.

These PVs with match alarms could be constructed as
NTEnum types, making them easier to interpret. However,
this requires investigation into each of the channels specific
applications to decipher what the ‘choices’ would be, as well
as gaining a better understanding of how alarms on NTEnum
types are configured. This may form the basis of future work
on PVEcho.

The last prominent type of alarm in VSystem is the refer-
ence alarm. These channels have their alarm limits updated
according to some specified formula on changes to the other
channel’s value. Parameters for the formula are stored in
CouchDB and therefore are implemented within the PVA
server by creating a link between the PV whose value is used
as a reference and that which has the alarm configured.

Once created and serving, updates to all PVs can come
from one of three places. Prior to publishing the value to
the PV in any of these cases, a variety of checks are run
on the new state of the PV, including whether the update
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would place the PV into an alarm state. The parameters of
the PV are updated accordingly and the new state of the PV
is published.

MQTT The most common updates to the value of a
PV at this stage of the transition is that VSystem will read
changes to values in the hardware or operators will alter
values in Human-Machine Interfaces (HMIs). Through the
application running in OpenVMS, any changes to the value
in VSystem will transmit an MQTT message to an MQTT
topic associated with the channel containing the new value
and timestamp. V2E subscribes to all the relevant topics so
when a message is received, its contents are parsed into a
format appropriate for EPICS and propagated through to the
PVs.

Input / Output (I/0) alarms, the Vsystem equivalent of an
EPICS INVALID alarm, are also transmitted as part of the
mgqtt-vista code. As with the value updates, V2E subscribes
to the topics associated with these updates for each of the
channels currently controlled by VSystem. Receipt of mes-
sages triggers an update to the alarm state of the PV based
on whether the alarm has entered or left the I/O alarm state.
On leaving the I/O error state, the new state of the PV is
once again considered to determine whether the PV should
return to a NO_ALARM, MAJOR or MINOR alarm state.

CouchDB During shutdowns and occasionally during
cycle, the metadata for VSystem channels are changed, such
as their alarm labels or descriptions. Through the couchdb-
update service referenced in Fig. 1, these changes are broad-
cast as modifications to the CouchDB database. In order
to apply these changes as they occur during run-time, V2E
subscribes to changes to this database and re-formats the
updated information as a structure that pvaPy can ingest.

EPICS As we progress with the transition, Phoebus
screens that have been automatically converted from Vsys-
tem are being adopted for use. Likewise, new high level
applications are being developed to interact with EPICS
rather than VSystem. Therefore, V2E needs to be able to
propagate changes to the PVs created to replicate Vsystem
channels back through to the hardware.

To accomplish this, a callback is assigned to the PV on
creation that ingests the update to the PV and publishes an
MQTT message to the topic used to set values in VSystem
for that channel.

V2E has been running reliably as a service since Novem-
ber 2022 and has allowed us to validate the output of the
auto-converted screens, as well as test other EPICS applica-
tions and services in the control room. An example of one
such auto-converted screens is shown in Fig. 3 where the
values in the Phoebus screen originate from hardware still
connected to Vsystem.

As can be seen in Fig. 3, there are still some discrepan-
cies between the Vsystem screens and the new EPICS ones.
Some of these values represent fixed-size arrays that remove
the oldest value from the beginning of the array as the most
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Figure 3: An example of a complicated VSystem HMI that has been auto-converted to a Phoebus Screen. Values and alarm
states of the PVs are translated from Vsystem to EPICS via PVEcho’s V2E component.

recent value is appended to the end, referred to as circular
buffers. Vsystem screens automatically display the last value
in the array whereas Phoebus displays the whole array. Com-
parisons like this have been one of the areas where PVEcho
has been incredibly useful as it allows us to identify where
the auto-conversion tool can be improved or where manual
tweaks still need to be applied.

EPICS to VSystem (E2V)

As discussed earlier, although the transition to EPICS
for the ISIS accelerators is underway, many applications
used within the control room still rely on VSystem. Most
importantly, operators still use the native VAlarm to monitor
alarms in the system.

As part of the Target Station 1 upgrade that took place
from June ’22 to November ’23, some of the PLCs for the
target controls were interfaced to EPICS [7, 14]. However,
legacy applications are still required to utilise their values
to control equipment, as is the case for TS1 halo steering.

In this control loop, thermocouples measure the tempera-
ture at specific locations around the target. The temperature
values broadcast from the Omron PLCs are made available
as PVs as described in [7]. Shown in Fig. 4, the difference
in temperature between horizontal and vertical pairs of ther-
mocouples is used to estimate where the centre of the beam
is striking the target. Deviation from the centre can be cor-
rected for by changing the currents of steering magnets in
the Extract Proton Beamline.
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The values required for this control loop are now split
across two control systems, the temperatures originating
from EPICS and the magnet current settings from Vsystem.
As the logic behind the control remains within VSystem, the
temperature values, as well as the alarm states of the ported
PVs, need to be propagated back. This is the role of the
EPICS to VSystem service.

In E2V, monitor functions are defined and assigned to
the PVs that propagate value changes in PVs back down the
chain, where changes are affected in Vsystem via MQTT
set messages. These VSystem channels need to be created
manually within VSystem but can be configured to use de-
fault values, which are then populated on initialisation of
the connection with the PV at start-up of the E2V service.

As part of the transition to EPICS it was decided to
conform more closely with good alarm management prac-
tices [18, 19], particularly regarding the definition of what
should be considered a MAJOR or MINOR alarm. However,
these definitions do not conform with the internal logic im-
plemented within the VSystem back-end. Therefore, it was
not possible to rely on the channel definition within VSystem
to determine the alarm state as it would cause discrepancies
between the alarm state in EPICS and VSystem, ultimately
confusing the operators.

Therefore, in order to exactly replicate the true alarms as
they are in EPICS, equivalent binary channels for each of
the PVs are also created that are activated and alarm when
the PV goes into a specific alarm state. Figure 5 highlights
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Figure 5: RONA, ISIS’s web based alarm viewer developed
as a more accessible alternative to the Valarm component of
Vsystem, displaying historical Target Station 1 alarms. The
alarm states have been propagated from the PLCs via the
PVAServers and PVEcho’s E2V component.

the integration of these alarms into RONA, a web-based
Alarm viewer developed in-house as an more feature-rich
alternative to the Vsystem Alarm Viewer.

The E2V system has been operational since Target Station
1 commissioning in November 2022. It is expected that
as more systems are interfaced to EPICS as the transition
progresses, the PVEcho service taking the greater degree of
responsibility will shift from V2E to E2V.
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SOFTWARE DEVELOPMENT PRACTICES

Reliability in the hybrid system is integral, especially
if it is to be used to support development of applications
and control of other hardware. As we already have strict
expectations for how VSystem should behave in specific
cases, we were able to write a comprehensive suite of unit
and integration tests to validate the behavior of the PVs for
each of these cases.

Development of PVEcho in Python permitted us to use
libraries that would automate the running of these tests and
include them in a continuous integration and deployment
(CI/CD) pipeline.

Any changes that are pushed to the codebase will execute
the test suite and if merging into production, the build and
deployment stages are only triggered on their successful
completion. This prevents any breaking changes from being
deployed into production which could cause downtime of
the service. If the test suite runs successfully and meets all
requirements, once the new image is built, the service is
automatically restarted using the new image.

Deployment of PVEcho as Docker containers also sup-
ports the push for the Controls Team to adopt better fail-over
procedures [8]. It ensures that both containers will automat-
ically restart if they are brought down by an internal failure
or by failure of another service. This helps to ensure that
PVs and alarms are always available and reduces the burden
on on-call developers.

Both services have been deployed and in operational use
with minimal intervention or changes since November 2022.

General

Control System Upgrades



19™ Int. Conf. Accel. Large Exp. Phys. Control Syst.
ISBN: 978-3-95450-238-7 ISSN: 2226-0358

EXAMPLES OF USE

As mentioned in the introduction, the use of bridging soft-
ware, particularly V2E, has allowed us to make significant
progress towards the adoption of EPICS tools, without hav-
ing ported a significant amount of hardware. This section
will outline some of the areas in which PVEcho has allowed
us to make progress.

Previous work [8] was completed that reverse engineered
the VDraw screens to recreate them as Phoebus screens.
Having access to the PVs that would be displayed in these
screens has allowed us to validate the conversion and high-
light areas where improvements need to be made. Direct
comparisons like those shown in Fig. 3 also serves as a vi-
sual indication of where there are discrepancies between
VSystem channels and their EPICS counterparts to further
improve V2E and the auto-conversion.

The development of these screens alongside the deploy-
ment of the EPICS Archiver Appliance have allowed us to
introduce operators in the control room to the Data Browser,
which is already becoming commonplace as a diagnostic
tool in machine physics shifts and for post-mortem analysis.

Figure 6: The first tests of Phoebus’ save-and-restore ser-
vice [20] using values of PVs from V2E.

Likewise, we have been able to make progress towards
implementation of Phoebus services such as save-and-
restore [20], see Fig. 6, as well as the alarm server [21]
using the PVs hosted by V2E. Our goal is to be able to
gradually acquaint operators with these tools throughout the
transition.

Finally, the availability of VSystem channels as EPICS
PVs has allowed us to begin the upgrade of legacy applica-
tions designed specifically for VSystem’s architecture to use
more modern EPICS tooling. Similarly, new applications
that interact with the control system are being encouraged
to be developed in EPICS where their performance can be
validated on the machine using the bridging software while
the hardware is still controlled by VSystem.

FUTURE WORK

As is the case for many large-scale software applications,
development of the bridging application is continuous. Al-
though most of the behaviour of VSystem has already been
implemented in PVEcho, there are still some features that
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could still be added to match VSystem more closely, for ex-
ample the ability to dynamically add and remove PVs from
the server as Vsystem databases are remade.

Figure 1 highlights the bridge’s dependence and links
with other services within the stack. While the bridge has
been designed to be robust to broken links in this chain,
improvements could be made to the communication of these
errors to users, for example by placing the PV into an I/O
error state when one of the links is broken.

We also anticipate that as our group’s understanding of
EPICS, its normative types and services evolve, the way we
define our PVs will also evolve to more accurately reflect
native EPICS structures.
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