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Abstract
The development of innovative model-based design high

bandwidth mechatronic systems with stringent performance
specifications has become ubiquitous at LNLS-Sirius beam-
lines. To achieve such unprecedented specifications, closed
loop control architecture must be implemented in a fast,
flexible, and reliable platform such as NI’s CompactRIO
(cRIO) controller that combines FPGA and real-time capa-
bilities. The design phase and life-cycle management of
such mechatronics systems heavily depends on high quality
experimental data either to enable rapid prototyping, or even
to implement continuous improvement process during oper-
ation. This work aims to present and compare different tech-
niques to stimulus signal generation approaching Schröder
phasing and Tukey windowing for better crest factor, signal-
to-noise ratio, minimum mechatronic stress, and plant iden-
tification. Also shows the LabVIEW implementation that
requires specific signal synchronization and processing on
the main application containing a hardware-based control
architecture, increasing system diagnostic and maintenance
ability. Finally, experimental results from the High-Dynamic
Double-Crystal Monochromator (HD-DCM-Lite) of QUATI
(quick absorption spectroscopy) and SAPUCAIA (small-
angle scattering) beamlines and from the High-Dynamic
Cryogenic Sample Stage (HD-CSS) from SAPOTI (multi-
analytical X-ray tech-nique) of CARNAÚBA beamline are
also presented in this paper.

INTRODUCTION
System identification is the initial process of Model-Based

Control Design (MBD), that builds a mathematical model
representing the behavior of a system based on measure-
ments of stimulus and response signals. In LNLS-Sirius [1],
for the High-Dynamic Double-Crystal Monochromators
(HD-DCM-Lite) [2, 3] and High-Dynamic Cryogenic Sam-
ple (HD-CSS) Stage, system identification in the frequency
domain is the first step followed by controller design based
in the loop shaping technique [4], controller embedding
and validation. A good system identification provides accu-
rate models, allows reliable controller design and one of its
critical aspects is the stimulus signal, that requires specific
characteristics mentioned later in this article. Also, all sig-
nal paths should be the same as seen by the control system,
ensuring every component is included in the identified sys-
tem, with simultaneous sampling of stimulus and response
signals.

∗ Work supported by the Ministry of Science, Technology and Innovation.
† telles.soares@lnls.br

In order to increase system diagnostic and validation ca-
pabilities, stimulus generation and acquisition of system
response were embedded alongside the hardware-based con-
trol algorithm, which required few modifications given the in-
tegration flexibility of the cRIO [5], highly customized with
LabVIEW Real-Time and LabVIEW FPGA. Acquired sig-
nals are post-processed in MATLAB to estimate frequency
response of the system.

ARCHITECTURE
HD-DCM-Lite and HD-CSS share a common high dy-

namic control architecture, presented in Fig. 1, where the
controller, kinematics (homogeneous) transformations, and
mechanical structure are specific for each application.

Figure 1: Common high dynamic control architecture.

The stimulus generation and response acquisition blocks
were added in the Real-Time code to save FPGA resources,
thus the FPGA works as a streaming bridge between the
excitation signal generation (in Real-Time) and the input of
the homogeneous transformations (also applied in FPGA),
as shown in Fig. 2.

Figure 2: System identification architecture blocks.

When system identification mode is selected, the con-
trol algorithm is bypassed by two FIFO buffers where the
stimulus signal will be applied in the actuation path and the
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response acquired from the feedback path, both in the same
control loop rate.

A detailed architecture of HD-DCM-Lite prototyping con-
trol system, which includes the homogeneous transforma-
tions, can be found in [6].

STIMULUS GENERATION
There are multiple types of stimulus signal, for instance

white noise, chirp, step sine and multi-sine [7] and choosing
it accordingly to the physical system is important to achieve
a reliable system behavior and accuracy from the estimated
model. Multi-sine is broadly applied due to the ability to
manipulate each tone or a specific pattern, for example odd
or even frequencies. Briefly, the multi sine is a sum of a
determined number of sinusoidal components – each one
containing a specific frequency and phase, for sine or cosine,
the waveform is generated as follow:

𝑥(𝑡) =
𝑁∑︁
𝑘=1

𝐴𝑘𝑠𝑖𝑛(𝜔𝑘 𝑡 + 𝜑𝑘) . (1)

Different methods can be applied to phase the tones in
a multi-sine excitation. In other words, there are different
ways to choose 𝜑𝑘 . The most usual ways are randomly, linear
difference, linear phase and Schröder method [8]. Crest
factor and bandpass spectrum are crucial parameters to be
considered. The former is the ratio of the peak value to
the effective value (RMS) of a waveform. The lower to
the theoretical bound, the better the signal stimulus and
consequently, the best signal-to-noise ratio (SNR) for the
frequency response function of a system behaviour.

Random Phasing
Each phase is chosen randomly (Wichmann-Hill [9]) be-

tween 0° and 360°.

Linear Difference
The phase difference between adjacent frequency tones

varies linearly from 0° to 360°:

𝜑𝑘 =
360𝑘
𝑁

+ 𝜑𝑘−1 . (2)

This gives a good Peak/RMS ratio but might cause the
signal to have periodic components within the period of the
overall waveform.

Linear Phase
The phase varies linearly from 0° to 360°:

𝜑𝑘 =
360𝑘
𝑁

. (3)

Schröder Phasing
Similar to linear difference, however, Cosine is use instead

of Sine, thus tones start at 90°. That provides a better cycle
sweeping and bandpass spectrum:

𝜑𝑘 = −𝜋𝑘 (𝑘 − 1)
𝑁

. (4)

Phasing Methods Comparison
A comparison between the crest factor for all presented

methods was performed and used to select the most suited
to this application. For a stimulus signal of 10 k samples
per second, 0.5 amplitude, 1 Hz start frequency, 1 Hz delta
frequency, 4000 tones and 3 cycles (3 seconds) a multitone
stimulus was generated and results are shown in Table 1.

Table 1: Crest Factor Comparison

Phase method Crest factor
Random phasing 3.5 – 5.5
Linear difference 1.9
Linear phasing 64.6

Schröder phasing 1.6

By looking at Table 1, the conclusion is that the phasing
based on Schröder method has a better crest factor. So, the
decision was to apply this methodology to identify the plants
of HD-DCM-Lite and HD-CSS. In addition to the results
present in Table 1, the spectrogram of each method can be
presented to analyze the spectral density. Figures 3 and 4
show, respectively, the stimulus signal for a single period
(1 second) and the spectrogram for all excitation periods
(3 seconds) for the random phasing.

Figure 3: Stimulus signal for a single period (random phas-
ing).

Figure 4: Spectrogram for all periods (random phasing).

Figures 5 and 6 show, respectively, the stimulus signal
for a single period (1 second) and the spectrogram for all
excitation periods (3 seconds) for the linear difference.

Figures 7 and 8 show, respectively, the stimulus signal
for a single period (1 second) and the spectrogram for all
excitation periods (3 seconds) for the linear phase.

Figures 9 and 10 show, respectively, the stimulus signal
for a single period (1 second) and the spectrogram for all
excitation periods (3 seconds) for the Schröder phasing.

Abrupt stimulus in a physical system, considering all the
electronic and mechanical subsystems, can be damaging,
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Figure 5: Stimulus signal for a single period (Linear differ-
ence).

Figure 6: Spectrogram for all periods (Linear difference).

Figure 7: Stimulus signal for a single period (Linear phase).

Figure 8: Spectrogram for all periods (Linear phase).

Figure 9: Stimulus signal for a single period (Schröder
phase).

Figure 10: Spectrogram for all periods (Schröder phase).

thus a windowing in the stimulus initial and final amplitude

is highly recommended. Similarly, to S curves in a trajectory,
Tukey windowing [10] is a good approach to smoothly start
and finish a stimulus signal with also the advantage of being
very flat within the stimulus region of interest, allowing a
seamlessly response data acquisition triggering.

A signal based on Tukey windowing can be built using
the following relations:

𝑤(𝑡) =


1
2 (1 + 𝑐𝑜𝑠( 2𝜋

𝑟
(𝑥 − 𝑟

2 ))), 0 ≤ 𝑡 < 𝑟
2

1, 𝑟2 ≤ 𝑡 < 1 − 𝑟
2

1
2 (1 + 𝑐𝑜𝑠( 2𝜋

𝑟
(𝑥 − 1 + 𝑟

2 ))), 1 − 𝑟
2 ≤ 𝑡 ≤ 1

. (5)

In order to deal with limited SNR and further improve
frequency response estimation, the stimulus generator may
concatenate a configurable number of periods in the win-
dow’s flat region, for which system responses are processed
separately and averaged together, providing a cleaner fre-
quency response estimation. Figure 11 presents an example
of an excitation signal containing 20 periods (or 20 seconds),
in which each period has 20 k samples and the data is mod-
ulated in 0.015. The first and last 2 seconds are windowed
based on Tukey.

Figure 11: Excitation data with Tukey windowing.

IMPLEMENTATION
For most of application it is not pertinent to dynamically

generate the stimulus signal point by point, since it is very
resource consuming either for CPU or FPGA due to the num-
ber of interactions it requires for every sample. Thereby, the
scheme shown in Fig. 12 represents the Stimulus Genera-
tions and Response Acquisition blocks. By visualizing this
scheme, it is possible to realize that the signal is generated
inside the CPU of the cRIO, and then streamed to FPGA us-
ing FIFO buffers and a DMA interface. Inside the FPGA, the
signal passes by the first homogeneous transformation and
then feeds the actuators. Inside the same loop, a feedback
signal is read (after passing by the second homogeneous
transformation), collected and streamed to CPU using the
same methodology based on FIFOs. The two sets of data
(excitation and feedback) are then saved in TDMS files to
be post-processed by MATLAB – the chosen environment
to build Frequency Responses.

SYSTEM IDENTIFICATION: RESULTS
In this section, the system identification procedure in-

volving the post-processing in MATLAB is described. The
methodology is to bring the TDMS files – generated after
the excitation described in previous sections – into MAT-
LAB and then, build the plants that describe the dynamic
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Figure 12: Implementation in LabVIEW to be embedded
inside cRIO for system excitation and response acquisition.

behavior of the mechatronic system. Also, the results for
HD-DCM-Lite will be shown as well.

Typical Stimulus Signal for HD-DCM-Lite
The typical excitation signals for the high-dynamic

monochromator are based on 20 seconds of stimulation (rep-
resenting 20 periods). In the first and last 2 seconds of stim-
ulus, respectively, the amplitude of excitation modulation
increases and decreases. Also, the first and last 4 seconds of
the experiment are discarded – and only the 16 remaining pe-
riods are used for the system identification. Each one of these
16 remaining periods has a determined Frequency-Response
Function (FRF), calculated using the FFT command in MAT-
LAB [11,12]. Then the final FRF of the system is the average
of the 16 calculated ones.

It is also important to note that the stimulus signal is modu-
lated to a determined value. This value is found empirically
– starts small and, as it grows, the FRF starts to become
more defined. Also, the degrees of freedom are stimulated
separately. For example: while exciting GAP_u, the other
ones (PTC_u and RLL_u) must be held at zero. But in order

to calculate the relative gain array (RGA), while exciting
GAP_u, all degrees of freedom are acquired and saved –
GAP_m, PTC_m and RLL_m. Explanations of what means
each degree of freedom mentioned in this section can be
found in [6].

Table 2 presents typical characteristics of the multi-sine
with Schröder phasing used to excite each degree of freedom
from the HD-DCM-Lite. As the excitation and acquisition
loop runs at 20 kHz in the FPGA, the maximum excitation
tone is 10 kHz.

Table 2: Characteristics of Excitation Data for Short-Stroke
System Identification

From Fmin Fdelta Fmax Mod
GAP_u 1 Hz 1 Hz 10 kHz 0.5 N
PTC_u 1 Hz 1 Hz 10 kHz 0.025 N·m
RLL_u 1 Hz 1 Hz 10 kHz 0.015 N·m

Final Plant for HD-DCM-Lite
The final FRF calculated experimentally following the

methodology explained in this paper, for HD-DCM-Lite, is
shown in Fig. 13.

Figure 13: Frequency response obtained experimentally for
HD-DCM-Lite (also present in [6]).

CONCLUSION
In [6], it is possible to visualize that the identified plant

matched approximately what had been modeled in the me-
chanical design. The accuracy provided by the compari-
son between the experimental plant and the dynamic model
brings the conclusion that the methodology described in this
paper is appropriate for critical mechatronic components and
complex control systems in terms of precision engineering,
such as HD-DCM-Lite and HD-CSS.

Also, it is important to emphasize that the architec-
ture between Real-Time and FPGA applied several high-
performance techniques so that the application is reliable
and flexible to other sub-systems across the laboratory.
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The implementation also brought a quick way to perform
diagnosis over the mechatronic system. That is because the
prototyping hardware is the same of the final application
(cRIO), and so the infrastructure, such as cabling and fibers.
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