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Abstract 
The CERN Accelerator Controls systems have to remain 

as stable as possible for operations. However, there are in-
evitable needs to introduce changes to provide new func-
tionalities and conduct important consolidation activities. 
To deal with this, a formal procedure and approval pro-
cess, the Smooth Upgrades procedure, was introduced and 
refined over a number of years. This involves declaring 
foreseen Controls changes as a function of the accelerator 
schedules, validating them with stakeholders, and organis-
ing their deployment in the production environment. All of 
this with the aim of minimising the impact on accelerator 
operation. The scope of this activity is CERN-wide, cover-
ing changes developed by all CERN units involved in Con-
trols and encompassing the whole CERN accelerator and 
facility complex. In 2022, the mandate was further ex-
tended with a more formal approach to coordinate changes 
of the software interfaces of the devices running on front-
end computers, which form a critical part of the smooth 
deployment process. Today, Smooth Upgrades are consid-
ered a key contributor to the performance and stability of 
the CERN Control system. 

This paper describes the Smooth Upgrades procedure 
and the underlying processes and tools such as schedule 
management, change management, and the monitoring of 
device usage. The paper also includes the major evolutions 
which allowed the current level of maturity and efficiency 
to be reached. Ideas for future improvements will also be 
covered. 

INTRODUCTION 
Making controls changes during a beam run is desirable 

to deliver novel and enhanced functionality as requested by 
the CERN Operations team. It is a delicate procedure ne-
cessitating meticulous preparation and execution to ensure 
the preservation of the accelerator performance and stabil-
ity. This paper describes the formal process applied at 
CERN, to prepare and execute the deployment of controls 
changes during beam operation. An emphasis is placed on 
the importance of documentation, approval, and communi-
cation along the process to mitigate adverse effects on op-
erations. 

BACKGROUND 
As part of the annual official CERN accelerator plan-

ning, a number of beam stops are scheduled to facilitate 
necessary upgrades and maintenance interventions aimed 
at enhancing the performance and reliability of the accel-
erator complex. These stops can be classified into two 
types:  
 A Technical Stop (TS), which occurs once or twice a 

year and typically lasts between 12 to 24 hours. 

 A Year-End Technical Stop (YETS), which spans 
several weeks starting in November or December. 

Both the TS and YETS periods provide an opportunity 
for implementing and deploying controls upgrades. During 
these intervals, accelerators are stopped to facilitate vari-
ous interventions on components such as radio frequency 
cavities, magnet power supplies, beam instrumentation, 
etc. Across the entire accelerator complex, an established 
protocol dictates that controls upgrades should only be ex-
ecuted during a TS or YETS. The only rare exceptions may 
be a bug fix or specific new feature deployment urgently 
requested by Operations teams. 

This policy has grown more rigorous over time, stem-
ming from lessons learned from past controls upgrades. In 
2015 and 2016, a qualitative assessment was conducted, 
uncovering that controls upgrades had adverse effects on 
LHC performance. Following controls software deploy-
ments, numerous hours of beam operation were compro-
mised. Several factors contributed to issues during the re-
start after TS and YETS events, including: inadequate pre-
deployment testing, underestimation of the impact on in-
terconnected systems, introduction of non-backward com-
patible changes, insufficient communication resulting in 
Operations' unfamiliarity with the deployed changes. 

Drawing on this experience, the Smooth Upgrades pro-
cedure was formulated to facilitate a coordinated deploy-
ment of controls changes across the accelerator complex. 

SMOOTH UPGRADES PROCEDURE 
Mandate  

The Smooth Upgrades (SU) procedure outlines a method 
to be applied during all TS and YETS periods, aiming to 
streamline deployments and minimize the risk of impact on 
accelerator operation. The SU procedure covers several in-
terconnected needs: 
 Central Repository: to document planned upgrades 

from controls teams in a centralized repository. The 
goal is to compile a comprehensive list of changes, al-
lowing the Operations team to correlate issues during 
beam restarts with recently deployed modifications. 

 Approval and Compliance Workflow: to ensure that 
upgrades and interface modifications have received 
approval from the Operations team before proceeding 
with the implementation. 

 Conflict Analysis and Mitigation: to identify poten-
tial conflicts amongst the planned upgrades and estab-
lish priorities and / or deployment order. 

 Risk Evaluation: to assess operational risks, ensure 
the existence of validation procedures, and establish 
contingency procedures for rolling back changes if 
necessary. 

 Process Review: to evaluate the effectiveness of the 
procedure after each TS or YETS, gather user 
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feedback, and define enhancements to both the work-
flow and the tools supporting this process. 

Scope  
The SU scope spans three significant dimensions: 
1. The number of accelerators. 
2. The quantity of control components. 
3. The multitude of development teams involved. 
Firstly, the SU procedure is applied to the entire CERN 

accelerator and experiments complex, which comprises 12 
facilities. 

Secondly, the SU procedure needs to cater for changes 
in all software elements within the controls domain, includ-
ing: 
 ~ 1,200 FESA [1] device classes  
 ~ 100,000 FESA [1]  device instances 
 ~ 2,000 controls front-end computers 
 ~ 1,000 GUI applications used by the Operations team 
Thirdly, the SU procedure reflects that the aforemen-

tioned software components are developed and maintained 
by eleven distinct groups distributed across four depart-
ments within the  CERN Accelerator & Technology Sector. 
Three centralized groups provide various controls frame-
works and infrastructure (highlighted in light green back-
ground in Fig. 1), e.g. real-time frameworks, settings man-
agement, communication services, etc. These frameworks 
are then used by eight affiliated partner groups to create 
equipment specific controls (highlighted in light yellow 
background in Fig. 1), e.g. for kicker magnets, beam loss 
monitors, radio frequency, etc..  

 
Figure 1: Controls architecture and responsibilities. 

Boundary Conditions 
The SU procedure adheres to stringent boundary condi-

tions. In practice, TS and YETS are not complete stops of 
all facilities without particle beams. During these periods, 
certain facilities that operate outside of the main LHC ac-
celerator chain, may continue their regular operation to 
serve physics experiments independently of the general TS 
and YETS schedule. Consequently, these facilities require 
operational and stable controls throughout the entire dura-
tion of a TS or YETS. This constraint entails the necessity 
to negotiate deployment time slots and strive for minimal 
impact. 

A TS is only scheduled once or twice a year and typically 
has a duration of 30 hours or less. In practice, this duration 

is further condensed when it comes to controls upgrades, 
which typically need to take place within a limited time 
window of 8 to 12 hours. This is because operational con-
trols are needed at the beginning and end of a TS to allow 
Operations to remotely activate and deactivate various 
equipment.   

Organization 
 The SU team consists of members from diverse con-

trols services, including the central controls groups and the 
equipment-specific controls teams. As the primary users of 
the control services, Operations team members complete 
the SU team. The membership consists of ~ 38 individuals, 
with 20 coming from the controls groups, 10 from equip-
ment groups, and 8 from Operations. This team operates 
under the guidance of the SU Coordinator. 

SU STEP BY STEP PROCESS  
 The SU process encompasses the following steps and 

involves various stakeholders: 
1. SU coordinator: initiates the SU procedure by an-

nouncing the commencement of the process for the 
declaration of the controls changes foreseen for the 
upcoming stop (e.g. a TS or a YETS). S/he estab-
lishes a deadline for the approval of all controls 
changes and communicates key boundary condi-
tions, such as the time window for declaration of 
controls changes, subsequent deployment, and the 
operational status of all facilities during the stop. 

2. Developers responsible for controls changes: de-
clare all proposed changes.  

3. Authorized persons from Operations with ap-
proval rights: hold the authority to approve or reject 
the proposed controls changes. 

4. SU coordinator: oversees the validation process 
and arranges a meeting when the deadline for con-
trols change declarations has passed. This meeting 
involves key stakeholders, including controls change 
developers, operations representatives, and poten-
tially experts from core controls groups impacted by 
the declared controls changes. The meeting's objec-
tive is to finalize the list of controls changes, estab-
lish their deployment order based on inter-depend-
encies, address potential risks and impacts on the op-
erational environment, obtain final approvals, incor-
porate validation time slots into the TS/YETS sched-
ule, and negotiate deployment slots for facilities that 
remain operational during the stop. 

5. Developers responsible for controls changes: exe-
cute the deployment of their controls changes during 
the TS/YETS, adhering to the predefined sequence. 
They also keep Operations informed about the pro-
gress and status of the deployments. 

6. SU coordinator: conducts a debriefing meeting in 
the days following the stop to review the deploy-
ment's success and identify any areas for enhance-
ment. 

Throughout this process, collaboration and communica-
tion among the SU team, developers, and Operations teams 
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are crucial to ensure a smooth and effective controls up-
grade procedure. 

SOFTWARE FOR SU PROCESS 
Functionalities 

A user-friendly web-based SU application facilitates the 
SU process. It covers the key stages of the controls change 
lifecycle, namely: declaration, approval, and deployment.  
Key attributes of the Graphical User Interface (CUI) are 
that it is easy to navigate and enable users to swiftly declare 
new controls changes in just a few clicks. The GUI is com-
prised of three main views: 

7. EDIT view (example in Fig. 2): facilitates the crea-
tion and editing of new entries, resulting in a com-
plete description of a controls change. 

8. LIST view (example in Fig. 3): presents the option 
to display all changes or apply filters such as the tar-
geted facility, the group responsible, the targeted TS 
or YETS, etc. 

9. HISTORY view: provides a comprehensive record 
of all actions that have been carried out. 

Advanced features to facilitate the edition are available, 
like the ability to clone entries and perform bulk updates. 

 
Figure 2: SU GUI “EDIT” view. 

 
Figure 3: SU GUI “LIST” view. 

Enforcing the SU Workflow 
Several aspects of the SU application help enforce the 

well-defined SU workflow. For example, a change requir-
ing approval appears in red in the GUI until approved. Ap-
proval is enabled for authorized persons only and an auto-
matic notification will be issued to warn about the required 
approval ahead of approaching deadlines. Registering the 
deployment of a controls change is also forbidden if it has 
not yet been approved.  

Integration With Other Tools 
To avoid a duplication of effort with respect to other 

tools used at CERN, the SU application incorporates nu-
merous attributes in a central place, that enable access to 
additional external information associated with the con-
trols change declarations: 
 URL of related JIRA issue: JIRA is typically used 

within CERN's control groups to detail development 
of functionalities in software products. As such, each 
controls change should refer to an existing JIRA issue 
for in-depth follow-up. 

 URL of related IMPACT entry: IMPACT (Interven-
tion Management Planning and Coordination Tool) [2]  
is the standard CERN tool to manage interventions that 
require a partial or complete stop of beam operations 
within a specific accelerator. Among the various IM-
PACT entries, the coordinator of a TS or YETS will 
sequence, and schedule interventions required before 
resuming beam operations. While an infrequent sce-
nario, there are instances when controls changes man-
date the creation of an IMPACT entry. This is carried 
out to ensure a reserved testing time slot under specific 
conditions, which may include deactivating beam pro-
duction. These controls changes predominantly con-
cern a critical part of the machine, such as main mag-
net controls or RF cavity controls, as they could yield 
adverse consequences if unforeseen malfunctions 
arise. Consequently, such changes are visible to both 
SU and IMPACT coordinators. 

 URL of EDMS document: EDMS (Engineering Data 
Management Service) [3] is CERN's standard reposi-
tory for official documentation. Depending on the in-
tricacy or impact of a controls change on operational 
interfaces, an EDMS Controls Change Request (CCR) 
document may be requested as part of the approval 
process. A CCR document follows a standard template 
to provide a detailed, formal technical description of a 
change and is subject to approval by pertinent stake-
holders. 

 Integration with Accelerator Schedules: the SU web 
application is seamlessly integrated with the Acceler-
ator Schedules application, which is used to define and 
publish the annual schedules for the accelerator com-
plex, alongside many other localized schedules. Both 
applications share common GUI components and their 
integration facilitates the presentation of the roster of 
controls changes that have been declared for a specific 
Technical Stop (TS) by simply clicking on the 
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corresponding component within the Accelerator 
Schedules application. 

 Automated email notifications: an email is sent out 
on a weekly basis to the Operations teams containing 
a list of controls changes that have been declared in the 
past seven days. These changes are organized by ac-
celerator to guarantee that the Operations team respon-
sible for a specific accelerator only receives the corre-
sponding changes. Another email is dispatched to the 
person who declared the controls change with a warn-
ing that the deadline for approving this change is ap-
proaching. 

Technology 
The SU application is one module of a multi-purpose 

web application called ASM (Accelerator Schedule Man-
agement) [4]. ASM is a web-based platform developed us-
ing the common technology stack used for CERN Acceler-
ator Controls applications.  

The backend stateless server is developed in Java, using 
the latest version of Spring (notably Spring Boot) frame-
work.  

The frontend, or presentation layer, is created with the 
latest version of the Angular framework from Google, and 
an in-house built library using Angular Material ensures 
that all web applications share the same look and feel. 

The persistence is realised using an Oracle database. It is 
worth mentioning that no Oracle-specific features are re-
quired for ASM which means that ASM can be run on any 
relational database. 

The common development and deployment process re-
lies on Gradle, GitLab CI and Ansible in order to minimize 
the effort for managing releases and delivering new ver-
sions. 

Monit is used to manage the redundant processes run-
ning behind HAProxy for high availability. 

CURRENT STATUS  
The experience gained during each TS or YETS has been 

systematically applied to significantly enhance the SU pro-
cess, elevating it to a state of advanced maturity. Presently, 
it is regarded as a pivotal contributor to the performance 
and stability of the CERN Control system, demonstrated 
through swift and seamless resumptions of beam opera-
tions after each TS or YETS. 

Furthermore, the SU process has developed a culture of 
best practices among the developers from the 11 groups 
providing controls solutions. The developers have become 
accustomed to adhering to meticulous preparation and val-
idation procedures when preparing their controls changes. 
This includes measures such as code reviews, dependency 
checks, and formal requests for dedicated validation. 

In the following two sections, recent advancements 
within the SU process are outlined. These are driven by the 
overarching objective of further enhancing the efficiency 
of deploying controls changes into the operational environ-
ment. 

TOWARDS AN EXTENDED SU 
Driver 

In 2022, building upon the acknowledged success of the 
SU process and prompted by operational demands, the 
scope of the Controls Smooth Upgrades was expanded. 
This expansion entailed the incorporation of a more orga-
nized and formal approach to overseeing alterations in the 
software interfaces of control devices operating on Front-
End (FE) computers. These interfaces play a crucial role in 
the seamless deployment process and integration within the 
Operations toolset. The new approach addresses two main 
objectives:  

1. Ensure that FE software developers allocate ade-
quate time in their planning, for the results of their 
work, to be integrated into higher-level operational 
software (this is typically done by someone other 
than the FE developer). Currently, new versions of 
FE software device classes can arrive too late in re-
lation to the commissioning schedule. This in turn 
leaves insufficient time for the comprehensive inte-
gration and testing of the entire controls stack.  

2. Establish an early approval process by the Opera-
tions team for new FE software versions. This is in-
tended to guarantee that the operational interface and 
behaviour are optimized towards the needs of the 
Operations. At present, the interface and behaviour 
of a new FE software device class are not always dis-
cussed during the design stage with Operations. 
Consequently, the final interface might not align 
with the requirements of the Operations team, lead-
ing to multiple iterations needed for adapting GUI 
software, for instance. 

Process 
To address the aforementioned objectives, a new mini-

project-based approach has been established to manage FE 
software evolution. This approach includes the following 
aspects: 
 Clear project-like planning: defining stakeholders, 

deliverables, and milestones. Establishing collectively 
agreed upon milestones can help ensure the timely at-
tainment of deliverables. For example a "FE software 
readiness" milestone helps clearly define when the 
subsequent integration within GUI components can 
start. 

 Data collection for dependency characterization: 
gathering run-time data to assess whether and which 
dependent software components need to be adjusted. 
This primarily concerns applications like GUIs, data 
logging systems, and monitoring systems. 

 Project supervision: overseeing the process is a pro-
ject leader to orchestrate the activities, monitor the 
progress, and ensure overall technical coherence. This 
role aims to reinforce the communication between Op-
erations and equipment-specific controls teams, when 
needed, based on the complexity of the systems in-
volved and the changes foreseen. 
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To pragmatically implement this strategy, the existing 
SU process and its underlying framework have been ex-
tended to incorporate new functionalities. The newly de-
vised process has been named the "Extended SU", with the 
objective of accommodating these extended requirements. 

New features 
The SU web application has been enriched with addi-

tional attributes (as presented in Fig. 4) to comprehensively 
outline modifications made to FE software: 
 List of dependent software requiring adaptation. 
 Milestone indicating readiness of the FE software 

change for integration into the dependent software sys-
tems. 

 Milestone for pre-validation: pre-validation proce-
dures are conducted to ensure the functionality and 
compatibility of the software changes. 

 Formal technical specification of the Controls Change 
Request (optional): if applicable, a formalized tech-
nical specification in the form of a Controls Change 
Request document can be included. This document 
serves to provide a detailed description of the proposed 
changes and their intended impact. 

 
Figure 4: Additional features in SU web application. 

Coordination Options 
Although the primary objective of the Extended SU is to 

establish a more structured and formalized method for co-
ordinating the integration of FE software into operational 
software, a deliberate effort has been made to ensure that 
this new process remains agile and adaptable. The aim is to 
prevent any unnecessary burdens on the collaborative ef-
forts between FE software developers and the Operations 
team. 

To achieve this, careful attention has been given to main-
taining flexibility. The role of the Extended Smooth Up-
grades coordinator is designed to be adjustable based on 
the specific needs of each mini-project. The level of coor-
dination to be applied can range from a series of periodic 
progress checkpoints when collaboration between develop-
ers and Operations is efficient, to a more closely managed 
technical supervision involving regular meetings when 
needed. 

The degree of coordination required is determined for 
each individual mini-project by both the Operations team 
and the initiator of the FE software change. This approach 

ensures that the level of involvement aligns with the spe-
cific demands and circumstances of each mini-project. 

Status and Plans 
 The 'Extended SU' initiative was officially endorsed in 

September 2022. It was introduced as a proof of concept 
for the YETS occurring between 2022 and 2023. Following 
its implementation, a retrospective assessment was con-
ducted in the spring of 2023. This review acknowledged 
the evident benefits of the initiative and recommended its 
continued utilization for future TS and YETS periods. 

INCLUSION OF DEVICE MONITORING 
Rationale 

The SU process has proven to be effective and has 
helped establish a positive transformation in the mindset of 
controls experts when it comes to planning, coordinating 
and executing controls changes. Nevertheless, this process 
relies on a static declaration of upcoming changes and is 
therefore not completely immune to human mistakes. Typ-
ical scenarios are the declaration of changes where some 
dependencies have been unintentionally overlooked or 
when high-priority changes outside a TS or YETS are in-
sufficiently validated.  

The risk of such mistakes should not be underestimated, 
given the substantial volume and diverse origins of the con-
trols changes intended to be declared within the SU pro-
cess. These occurrences even if isolated can result in neg-
ative repercussions for the production environment. 

To mitigate such risks, initiatives have been launched to 
further enhance the SU process and make the overall de-
ployment of controls changes more robust. The most sig-
nificant of these initiatives is focused on the management 
of changes to operational devices. 

Terminology and Context 
A “device” represents a piece of equipment within the 

CERN accelerator complex that can be controlled re-
motely. An "operational device" specifically pertains to 
equipment physically situated within an accelerator and 
utilized for beam operation. This stands in contrast to a "de-
velopment" device, which is utilized for testing purposes 
in a laboratory setting. 

The "device-property model" is integral to CERN's ac-
celerator controls structure. It outlines the framework, 
along with the necessary operations and behaviours, for 
data exchange between low-level and high-level software 
components. Two fundamental concepts within this model 
are the "device" and the "property." Each equipment item 
(for instance, a power converter or a beam loss monitor) is 
considered a device. Meanwhile, a property denotes an at-
tribute of the device – for instance, beam losses, threshold 
settings, or energy levels for a beam loss monitor. A de-
vice’s property can be read and/or written. 

This model adheres to a straightforward object-oriented 
approach, where objects are instances of classes. Conse-
quently, devices themselves are instances of classes, and it 
is within these classes that properties are defined. 
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Today, the Device Server Framework (DSF) defines a 
unified device-property model for CERN devices and pro-
vides a reference device server implementation. 

The metadata describing the various device-property 
models are centrally managed within the Controls Config-
uration Service (CCS) [5] which includes a database, GUIs 
and APIs to enable users to maintain the control system 
configuration data in a self-service manner. 

The Controls MiddleWare (CMW) system [6] provides 
the communication protocol and supporting services for 
exchanging data between devices and high-level software. 

Device Monitoring Solution 
To further enhance the SU process, monitoring has been 

established that identifies: 
1. Modifications carried out on the device interface 

(e.g. a change in the devices property model) 
2. Interconnected software components interacting 

with the device, that might require code adjustments 
to maintain compatibility with the new device inter-
face.  

Based on this information, two distinct notifications are 
triggered upon detection of operational device changes:  

1. To the Operations team responsible for the accelera-
tor where the device resides. 

2. To individuals responsible for software applications, 
depending on the device. 

Implementation for Notification 1  
The breakdown of the steps involved in the notification 

process is as follows:  
 DSF identifies when there's a modification in the de-

vice interface and initiates a call to the CCS API. 
 The CCS engine reads from the database the accelera-

tor(s) linked to the operational device(s) and the Oper-
ation linkpersons for the accelerator(s). 

 The CCS engine notifies both the linkpersons and the 
responsible for the specific class version. The email 
notification includes a comprehensive description of 
the change, highlighting the variations compared to the 
previously deployed class version. 

This process is in place since June 2023 and has already 
highlighted some incompatible changes deployed on oper-
ational devices. 

Implementation for Notification 2  
 For an operational device that has undergone changes, 

the CCS engine extracts a list of operational applica-
tions that have interacted with this device within a de-
fined time frame (typically over the last 12 months, en-
compassing an entire beam run). This list of interac-
tions is derived from log messages, captured via CMW 
and stored in an OpenSearch [7] system. 

 The CCS engine queries the individuals responsible 
for the identified applications and subsequently noti-
fies them about the modifications to the device. Fur-
thermore, they are informed of the potential need to 
adapt their application's code to align with any device 
interface changes. 

Challenges 
The difficulty for the implementation for Notification 2.  

lies in accurately extracting the appropriate individuals re-
sponsible for the applications from the CMW-captured log 
message. Presently, there are instances where the infor-
mation retrieved from the CMW log messages is mislead-
ing, as described in the following scenarios.  

Many operational applications interact with device data 
via the centralised INCA [8] data acquisition server. As 
such, the telemetry data acquired from the CMW log file 
displays a general identifier linked to the INCA server, and 
not the actual user-facing operational application. To re-
solve this, an additional correlation step is needed to cross-
reference the telemetry data from between the INCA server 
and application interactions, as well as from the CMW log 
message corresponding to communications between the 
INCA server and the underlying devices. This would aid in 
accurately identifying the responsible parties for the appli-
cations concerned. 

Another constraint arises from applications relying on 
UCAP (Unified Controls Acquisition and Processing) [9] 
to access operational devices. At present, those applica-
tions do not have telemetry data captured via the CMW log 
messages, which prevents the retrieval of the individual re-
sponsible for the application. Addressing this issue requires 
further developments in the CMW and UCAP services to 
capture the required telemetry data . 

The deployment in production of Notification 2. is 
planned for the upcoming YETS (November 2023 – Feb-
ruary 2024) where a large number of code changes on op-
erational devices is expected.  

LESSONS LEARNT 
The Smooth Upgrades success can be attributed to sev-

eral key factors:  
 A standardized process to declare, approve, deploy and 

validate controls changes. 
 An efficient and integrated set of tools to support this 

process. 
 A pivotal coordination role to ensure a proper commu-

nication among stakeholders all along the process, and 
essential cross-team coordination. 

 A continuous effort to review and refine the process 
and supporting tools based on feedback gathered fol-
lowing TS and YETS events. 

During the periodic SU reviews, the point to enlarge the 
scope to hardware upgrades has been discussed. Compared 
to software, the evolution cycle of controls hardware is less 
dynamic (hardware components are typically upgraded on 
a 3-5 year basis). The scope of dependent packages for 
hardware components is limited to the driver software, 
while each hardware replacement or upgrade is followed 
by a validation procedure with dedicated time allocated 
during the post-YETS commissioning phase. For these rea-
sons, hardware changes are considered by Operations to be 
less critical than software ones in terms of risk of unex-
pected impact, and therefore they do not require to be man-
aged by the SU process.  
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CONCLUSION 
 The “Controls Smooth Upgrades” initiative has an am-

bitious goal: to offer Operations a comprehensive overview 
of all control modifications prior to their deployment dur-
ing a TS or YETS. Additionally, it aims to guarantee that 
no changes are deployed outside of a TS or YETS, unless 
they are deemed critical and are specifically requested by 
the Operations team.  

This paper emphasizes the importance of a systematic 
approach when implementing changes to accelerator con-
trols during beam operation. The Smooth Upgrades proce-
dure has proven to be a key contributor to the performance 
and stability of the CERN control system, by ensuring a 
seamless restart of the beam after a stop. 

Today, the coordination of software interface changes for 
devices running on front-end computers is a critical aspect 
to be managed in order to achieve a seamless deployment 
process. This is the focal point where efforts are now con-
centrated, combining a comprehensive pre-deployment de-
scription of changes together with a monitoring of the 
changes that have been deployed.  
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