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Abstract
Digital twins, i.e. theory and design tools connected to

the real devices and machine by mapping of physics com-
ponents to the technical correspondents, are powerful tools
providing accelerators with commissioning predictions and
feedback capabilities. This paper describes a new tool allow-
ing for greater flexibility in configuring the modelling part
combined with ease of adding new features. To enable the
various components developed in EPICS, Python, C, and
C++ to work together seamlessly, we adopt a microservice ar-
chitecture, with REST API services providing the interfaces
between the components. End user scripts are implemented
as REST API services, allowing for better data analysis and
visualization. Finally, the paper describes the integration
of dash and ploty for enhanced data comparison and visu-
alization. Overall, this workflow provides a powerful and
flexible solution for managing and optimizing BESSY II
digital twins, with the potential for further customization
and extension to upcoming machines.

INTRODUCTION
In recent years, the concept of digital twins has gained

significant traction as virtual representations of physical
systems, enabling real-time monitoring, analysis, and op-
timization of intricate processes [1]. This technology has
found widespread application across diverse sectors, such as
aerospace, smart cities, healthcare, automotive, and energy,
due to its ability to enhance efficiency, reduce costs, and
improve safety [1]. Within the realm of scientific research,
particularly in the domain of Synchrotron Light Sources,
there is a burgeoning interest in harnessing digital twins to
model and monitor the intricate behavior of these complex
systems.

Synchrotron Light Sources, as described by the Euro-
pean Synchrotron Radiation Facility (ESRF), are expansive
research facilities generating intense light beams for appli-
cations in material science, biology, and drug discovery [2].
These facilities operate through intricate setups involving
linear accelerators, booster rings, and storage rings, neces-
sitating seamless coordination of thousands of components
to produce high-quality light beams. Given their complex-
ity, digital twins emerge as invaluable tools, enabling real-
time modeling and monitoring. By leveraging technologies
such as the Experimental Physics and Industrial Control Sys-
tem (EPICS) and microservice design, Synchrotron Light
Sources can achieve enhanced flexibility, scalability, and
reliability in their operations [3, 4].
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This paper presents the development of digital twins
for two longstanding Synchrotron Light Sources, namely
BessyII and MLS (Metrology Light Source). Utilizing
EPICS as the standard interface and employing MongoDB
in JSON format for machine structure storage, the implemen-
tation integrates REST APIs and Python scripts to facilitate
seamless communication between system components. The
integration of dash and plotly further enhances data visualiza-
tion and comparison, offering a robust solution for real-time
monitoring and optimization of Synchrotron Light Sources
(Ref 5).

In summary, this paper delves into the integration of digi-
tal twin technology within the realm of Synchrotron Light
Sources, showcasing its potential for revolutionizing the
monitoring and optimization processes in these complex
scientific facilities. Through the utilization of established
frameworks and innovative approaches, the study not only
presents a comprehensive solution for current facilities but
also lays the groundwork for the customization and expan-
sion of digital twin applications in upcoming machines.

TOWARDS AN ARCHITECTURE

Domain-driven design is based on the principle that knowl-
edge obtained needs to be cast into business logic and sur-
rounding components. However, this approach may be ques-
tionable if the domain of interest is subject to change.

At least one of the authors considers this approach invalid
for the calculation of beam dynamics due to the field being
impacted by progress in other sciences or paradigm shifts
within the domain itself:

• Machines developed currently need to be controlled by
complex procedures for first commissioning and peri-
odic recommissioning (4th generation light sources).

• Machine learning requires fast evaluation of the model.
• Implementing propagation code on GPU codes makes

calculations feasible for difficult tasks such as the in-
teraction of particles within bunches or in different
bunches (referred to as “collective effects”), and opti-
mization of sextupole magnet settings to reduce beam
loss (referred to as “dynamic aperture”).

Typical implementations today provide a full package
dedicated to calculating beam propagation. This needs to
be revisited for appropriate layering to be ready for these
requirements, such as obtaining a fully differentiable model.
Furthermore, the calculations need to be performed not only
for values but also for objects representing dependencies.
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Figure 1: Architecture pattern.

Abstracting Calculation
The calculation and analysis capabilities provided by

many particle tracking codes can be split into at least two
layers (see Fig. 1):

• Beam dynamics propagation layer or “linear particle
accelerator propagation processor”,

• Analysis and control layers.
The communication between these layers can then be nar-
rowed down to:

• Updates of the lattice: the property to change would be
identified by a tuple of: (lattice id, device id, property
id). The calculation engine would be tasked to create a
new lattice and return the new id.

• Propagation of phase space: a phase space and “calcula-
tion configuration” would be handed to the lower layer.
This would then respond with a new phase space re-
flecting the state of the beam particle after propagating
through the lattice.

In this manner, one can develop the analysis and control
script layer independently of the calculation engine.

The communication exchange needs to be addressed as
well. The upper layer would control the configuration of the
device. This setup is split up as shown in Fig. 2:

• Information required to place the device within the
machine (e.g., Δ𝑥 or Δ𝑦).

• Information on properties of the device (e.g., 𝐾 value).
This configuration is then handled by the lower layer:
• Preprocessor would inspect the information and sim-

plify, e.g., transformations for further processing. San-
ity checks could be also implemented here.

• The processor itself executes the calculation: it will be
detailed below.

• The postprocessor collects the information gathered
by the observers and makes it available in a simpler
manner.

The “processor” could be called a “propagator processor”
or even simpler, a “kick processor”. It would implement

Ensemble

Transform

Element

Transform

Placing component

Figure 2: Handling device configuration.

different propagators (similar to instructions on a CPU). This
is motivated as follows:

• For single-particle dynamics, different kicks are applied
to the start phase space.

• For many independent particle dynamics, the kicks
work for an ensemble of particles independently.

• Multiple particle dynamics typically treats the particles
like independent particles for many kicks. At dedicated
steps, the particle phase space is inspected. The mu-
tual effect of the particles on their phase space is then
handled at this step.
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Common tasks of the analysis layer include:
• Finding the fixed point (e.g., for ring machines).
• Deducing properties of the overall machine (e.g., Twiss

parameters).
• Studying when particles are lost.

Similar studies are run at this level. One can summarize all
these tasks to a common study of:

• Making changes to some of the machine element prop-
erties and

• Seeing which effects it has on the propagated phase
space.

It is important to note that these machine studies do not
only use phase space of machine representable types but
also of other types, e.g., truncated power series or symbolic
computation. These are either used to:

• Represent the individual variables of the phase space
or

• Represent some of the kicker parameters as knobs.
CPUs have dedicated Arithmetic Logic Units (ALUs) for

handling integers or floating points. Here, the propagators
would be expected to handle different types of phase space.
A possible implementation could be:

• Using dynamically typed languages. Then the appro-
priate functions would be called automatically for the
different types.

• Using statically typed languages with polymorphism:
for example, if using C++, the elements would be tem-
plates of the knob. The propagators would then be
implemented in a templated fashion to be prepared for
different variable types used by the phase space and
different knob types used by the element description.

Abstracting Machine Interface
Changing configuration parameters for the machine is

typically nearly instantaneous or similar to that. For real
machine settings, magnets can take in the order of seconds,
but this step can typically be done in parallel. Therefore, the
update of the lattice needs to be inspected to determine if:

• Implementing the update asynchronously and using
futures to provide the caller a handle is appropriate, or

• Combining it as a vector of update commands resulting
in a new lattice is better.

Further Extensions
Given the split interaction between these two layers, sev-

eral additional applications are supported:
• Digital Twinning: A study could be made on a dig-

ital model. The updates made to the model can then
be inspected, as these are available in the command
recorder. These can then be reviewed or replayed on
the real machine.
Given a digital shadow of the machine that can pre-
dict the lower or upper confidence bound of the next
command, one could also have an additional safety bar-
rier added when the commands are replayed to the real
machine

• Fault Injection: the commands could be passed
through dedicated dispatchers: then the user can in-
strument the dispatcher to e.g. abandon or delay or
modify a command: then the device would not respond
in an appropriate manner. This could be used to see if
the higher level application is able to handle such faults
in an appropriate manner.

DIGITAL TWINS AND SYNCHROTRON
FACILITIES

In this section, we detail the creation of the digital twin
for BessyII and MLS, utilizing the EPICS control system
and embracing a microservice architecture. The digital
twin functions as a real-time model of the synchrotron light
sources, enhancing the efficiency of monitoring and control
for operators and researchers. Our implementation leverages
standard EPICS as the interface, ensuring reliability within
scientific facilities [3].

To facilitate flexible and accessible storage of the machine
structure, we opted for MongoDB as our database, storing
the structure in JSON format. This choice allows effortless
updates and offers a more adaptable alternative to conven-
tional lattice files. The machine structure is modeled using
the open-source toolkit Bluesky [5] and Ophyd, providing
a framework for defining and executing experiments. This
approach enables versatile commissioning tasks, including
the addition of online analysis during measurements.

Building on the Bluesky software stack [5], MongoDB
storage, the thor scsi engine wrapped within pydevice [6],
and a set of packages split up per functionality, our approach
provides a comprehensive solution for managing the machine
structure. The integration of MongoDB ensures efficient and
flexible storage, allowing seamless updates and adaptability.
Additionally, the use of Bluesky and Ophyd facilitates the
execution of experiments, enabling diverse commissioning
tasks and real-time analysis capabilities [5, 6].

For seamless communication among components, we em-
ployed REST API services as the interface. This method
ensures smooth interaction between components developed
in diverse languages and frameworks. Each microservice
possesses a specific functionality, communicating with oth-
ers through well-defined APIs. End user scripts are devel-
oped as REST API services, simplifying access to the digital
twin.

A notable advantage of utilizing REST API services is the
integration of advanced data analysis and visualization tools.
We integrated the open-source libraries Dash and Plotly, en-
hancing data comparison and visualization. Dash, a Python
framework, facilitates web application creation, ensuring
accessibility from any device with an internet connection.
Plotly, a versatile data visualization library, provides cus-
tomizable tools like scatter plots and line charts, seamlessly
integrated with Dash applications (Dash; Plotly; Ref 2).

The diagram in Fig. 3 illustrates the intricate data flow
within the BessyII digital twin architecture. It showcases the
interconnection of components, including BessyII, EPICS,

19th Int. Conf. Accel. Large Exp. Phys. Control Syst. ICALEPCS2023, Cape Town, South Africa JACoW Publishing

ISBN: 978-3-95450-238-7 ISSN: 2226-0358 doi:10.18429/JACoW-ICALEPCS2023-THSDSC06

THSDSC06

Co
n
te
n
t
fr
o
m

th
is

w
o
rk

m
ay

b
e
u
se
d
u
n
d
er

th
e
te
rm

s
o
f
th
e
CC

B
Y
4
.0

li
ce
n
ce

(©
20

23
).
A
n
y
d
is
tr
ib
u
ti
o
n
o
f
th
is

w
o
rk

m
u
st

m
ai
n
ta
in

at
tr
ib
u
ti
o
n
to

th
e
au

th
o
r(
s)
,t
it
le

o
f
th
e
w
o
rk
,p

u
b
li
sh

er
,a

n
d
D
O
I

1596

System Modelling

Digital Twins & Simulation



Figure 3: Top level overview of the digital twin architecture.

calculation engine, MongoDB, commissioning scripts, and
data visualization tools. This visual representation high-
lights the communication pathways, emphasizing the smooth
exchange of data between these elements, ensuring the digital
twin’s efficiency. EPICS acts as the interface for interacting
with the synchrotron light sources, with data stored in Mon-
goDB in JSON format. Commissioning scripts utilize REST
API services for advanced data analysis and visualization,
contributing to comprehensive monitoring and optimization
(Fig. 3; Ref 3).

In summary, the digital twin implementation for BessyII
and MLS offers a flexible, modular, and scalable architec-
ture, accommodating the integration of new components
seamlessly. Leveraging standard EPICS, microservice de-
sign, and REST API services ensures a robust and reliable
framework for scientific facility control systems. This ap-
proach enhances the monitoring and control capabilities of
synchrotron light sources, paving the way for more effective
research and experimentation (Ref 4).

BEAM BASED ALIGNMENT (BBA)
MEASUREMENT: A USE CASE

Within the realm of our digital twin, grounded in EPICS
control system and Bluesky and ophyd frameworks, the
Beam Based Alignment (BBA) measurement stands out as
a testament to our system’s robust capabilities. This pivotal
process is seamlessly integrated into our digital infrastruc-
ture as a REST API, offering a user-friendly interface for ex-
ecuting BBA commissioning scripts remotely. Researchers
and operators can conveniently access these scripts via REST
API calls or dedicated REST clients, facilitating a highly
flexible and efficient workflow.

What sets our approach apart is the incorporation of a
sophisticated data model into our measurements. From the
BBA measurement to its analysis and subsequent storage of
results, the entire process is meticulously modeled based on
object-oriented concepts. This strategic decision provides a
holistic understanding of the measurement process, making
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Figure 4: BBA Measurement Data Model.

Figure 5: Digital Twin Dashboard.

code maintenance significantly more straightforward. By
structuring the entire workflow through an object-oriented
paradigm, we enhance both the comprehensibility of the
measurement process and the overall maintainability of our
system.

Figure 4 further elucidates the intricacies of our data
model for BBA measurement results, visually representing
the underlying architecture. This model not only captures

the raw data but also encapsulates the analysis parameters
and outcomes, ensuring a comprehensive representation of
the BBA process. Researchers benefit from a clear and struc-
tured overview, aiding in the interpretation of results and
enabling data-driven decisions.

In tandem with our data modeling efforts, Fig. 5 show-
cases the BBA measurement results presented in a REST
client. This visualization provides a real-time representa-
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tion of the alignment variations, allowing researchers to
interactively assess the outcomes of their experiments. The
integration of visual feedback within the REST client en-
hances the user experience, offering a dynamic interface for
result interpretation.

The harmonious integration of advanced data modeling,
real-time visualization, and user-friendly interfaces within
our digital twin not only optimizes the BBA measurement
process but also serves as a paradigm for future develop-
ments in synchrotron light source facilities. This multi-
faceted approach not only streamlines current experiments
but also lays the foundation for a data-driven future in scien-
tific research at Bessy II.

CONCLUSION
In summary, the development of a digital twin for BessyII

and MLS Synchrotron Light Sources using EPICS, microser-
vice design, and REST API services will greatly enhanced
system monitoring and optimization. The integration of
EPICS and the adoption of a microservice architecture will
enable seamless communication between components, im-
proving interoperability and reliability. The digital twin
provides a flexible and scalable solution for managing and
optimizing synchrotron light sources, with potential for fur-
ther customization and extension.

To conclude, the digital twin implementation will revolu-
tionize system monitoring and optimization. The implemen-

taion of end user scripts as REST API will empower users
with advanced data analysis and visualization capabilities.
Overall, the digital twin presents a flexible and scaleable so-
lution for effectively managing and optimizing synchrotron
light sources.
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