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Abstract 
The continuous increase in the data rate of high-perfor-

mance 2D detectors for photon science makes more and 
more difficult to perform data acquisition (DAQ) and 
online processing (ODA) on a single computer. This work 
presents the LImA2 framework for distributed image de-
tector DAQ & ODA, targeting scalability and low-latency 
by means of efficient use of system resources, including 
hardware accelerators. The system controlling the PSI 
Jungfrau-4M detector, in operation at the ESRF ID29 Se-
rial MX beamline is described. A dual IBM Power9 com-
puter implementation using GPUs provide data sparsifica-
tion and on-the-fly identification of diffraction peaks at a 
continuous rate of 500 frames/s. A LImA2 plugin for the 
ESRF Smartpix detector, based on the high-performance 
RASHPA data transfer architecture is also presented. Fi-
nally, this work includes an update on the current develop-
ments for Dectris Eiger2 support and integration in BLISS, 
the ESRF new beamline control system. 

INTRODUCTION 
LImA [1], a Library for Image Acquisition, was devel-

oped at the ESRF to simplify and standardize of the inte-
gration of 2D detectors in synchrotron beamline experi-
ments. By abstracting the image generation capabilities of 
the detectors, LImA separates the manufacturer’s Software 
Development Kit (SDK) from highly multi-threaded data 
processing algorithms. Such approach allowed the integra-
tion over the last twenty years of tens of different detectors 
with a unified interface, making LImA the de-facto 2D data 
acquisition (DAQ) reference software in the Tango syn-
chrotron community similar to areaDetector [2] in the EP-
ICS community. 

 During the last twenty-five years, the data throughput of 
2D detectors at the ESRF has increased by about thirteen 
times every decade, exceeding the 10 GBytes/s by 2020. 
Assuming this trend, future detectors will surpass 

100 GByte/s by 2030. Therefore, extracting the meaningful 
information from the raw data and reducing the data vol-
umes becomes more and more critical for data manipula-
tion and storage. Although specific implementations com-
bine high-performance computing with hardware accelera-
tors like FPGA and GPGPUs [3], such demanding tasks 
cannot be always performed by a single computer in a ge-
neric way. Alternatively, using a data centre cluster nor-
mally implies an additional latency, affecting online data 
analysis and fast experiment feedback. Finally, the original 
LImA architecture was not designed to run on multiple 
computers and implementing such functionality would be 
as difficult as starting a new project from scratch. 

The LImA2 project was initiated with the aim of ad-
dressing all these challenges by providing a scalable, dis-
tributed data acquisition (DAQ) and low latency pro-
cessing framework for high-performance, high-throughput 
2D detectors. This paper presents the design considerations 
of LImA2, the details of the implementation and the cur-
rent status of the project, including practical implementa-
tion such as the PSI/Jungfrau-4M application at the ESRF 
ID29 for Serial Macromolecular Crystallography (MX). 

SYSTEM TOPOLOGIES 
Three main system topologies have been identified so 

far, shown in Fig. 1. The partial frame dispatch topology 
associates one DAQ/Processing computer to each inde-
pendent module in a tiled array. The full frame dispatch to-
pology is adapted to detector systems with the capability of 
sending different frames to different computers. 

Depending on the specific needs of the application, one 
topology can be better adapted to the processing algorithms 
than the other. For instance, tomography and XPCS tech-
niques can have optimized pipelines for partial frame dis-
patch topology, while radial integration of diffraction and 
scattering images is easier to obtain with full frame dis-
patch.

Figure 1: Currently considered LImA2 topologies.
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In any case, given the capabilities of the detector system, 
the main goal is to reduce as much as possible the inter-
process communication and synchronization between pipe-
lines. 

The third legacy non-distributed topology is foreseen for 
detectors which do not support parallel data streams. It re-
quires a single detector DAQ computer that then dispatches 
the data to a second stage of processing nodes 

DESIGN CONSIDERATIONS 
A diagram of the LImA2 application structure is shown 

in Fig. 2. LImA2 also separates detector DAQ, imple-
mented in the hardware plugin, from the data processing 
pipelines. The detector plugin is in turn divided into a con-
trol object and one or more parallel data receiver objects. 
They are responsible for configuring the detector and its 
data transfer interfaces, starting the acquisition and inject-
ing the data into the processing pipeline. Each data receiver 
object is connected to a dedicated instance of the pipeline, 
reducing as much as possible the latency of the results. 

In contrast to the previous single pipeline model, LImA2 
favors optimized pipelines for specific applications. Each 
pipeline defines its complete set of configuration parame-
ters and the API for accessing to its results. Another new 
functionality is the possibility to start a new DAQ sequence 
before waiting for the end of the previous pipeline’s pro-
cessing. This requires a stronger decoupling between the 
detector plugin and the pipeline structures, allowing multi-
ple pipeline instances from different acquisitions to coex-
ist. 

One problem encountered in LImA is the difficulty to fix 
the order of initialization of the different subsystems. For 
instance, the detector timing capabilities could depend on 
the size of the image, while in other detectors the pixel-
depth may depend on the acquisition frame rate. In order to 
avoid such inter-dependence loops, LImA2 requires the 
complete specification of all acquisition and processing pa-
rameters when calling prepare_acquisition. 

IMPLEMENTATION DETAILS 
Like its predecessor, LImA2 is a modular library provid-

ing components intended to be used to build dedicated ap-
plications. It is written in C++-17 and uses several Boost 

[4] libraries: GIL, JSON, Describe, Hana, Pool, Serializa-
tion, among others. MPI was chosen for inter-process com-
munication, providing high-performance synchronization 
and data transfer mechanisms. Usage of GPU for image 
processing is one main goal of LImA2; OpenCL is inte-
grated through Boost.Compute and NVIDIA Cuda is also 
used. 

Intel OneAPI [5] Thread Building Blocks (TBB) has 
been chosen as the default platform for implementing pro-
cessing pipelines. Using graph parallelism, computations 
are represented by nodes and the communication channels 
between these computations are represented by edges. A 
typical processing pipeline includes an input frame FIFO, 
filled by the data receiver and consumed by a thread inject-
ing the graph source node. A legacy, default pipeline im-
plements basic operations like pixel binning, region-of-in-
terest (ROI) selection, image flipping/rotation, RoI statis-
tics and HDF5/Nexus file saving. 

LImA2 code aims to adapt to a wide variety of detector 
and processing pipelines. Following modern best practices, 
most of the code is implemented as C++ template classes 
in order to ease the integration of detector and processing 
specific data types and algorithms. As a consequence, the 
generated binary code can be highly optimized by the com-
piler for a particular detector-processing combination. Py-
thon bindings for several classes are also provided through 
pybind11. 

In order to simplify the implementation while ensuring 
scalability, a LImA2 application consists of several pro-
cesses, running on the same or on different computing 
nodes. Considering that the manufacturer SDK can have 
different hardware and software requirements for detector 
control and for the data reception, the library separates the 
control process from the data receiver process(es) so they 
can be executed in different contexts. An SDK that requires 
control instances on each data receiver can still be imple-
mented with a unique entry point control process that dis-
patches commands to subordinate instances. 

A LImA2 client library, essential for its integration in 
any control system, is provided in Python. It allows the 
configuration of the detector and the data processing, con-
trolling the DAQ, monitoring the pipeline status and re-
trieving the results.   

 
Figure 2: Structure of a LImA2 application. 
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Figure 3: LImA2 software stack.

Tango is used as communication protocol between the 
Python client(s) and the C++ servers. The high-level appli-
cation does not need to be aware of the system topology, so 
the system can scale to more processing nodes in a trans-
parent manner to the control system. Fig. 3 shows the struc-
ture of the LImA2 software stack. 

 PSI JUNGFRAU-4M FOR SERIAL MX 
The PSI Jungfrau-4M [6], installed at the ESRF ID29 

beamline [7], is a charge integrating detector featuring per-
pixel and per-frame automatic gain switching capabilities, 
attractive to x-ray photon science experiments requiring a 
high dynamic range at high speeds. Supporting up to 2 kHz 
frame-rate, Jungfrau generates an UDP data stream of 8 
GByte/s at 1 kHz operation. An ESRF variant of the PSI 
slsDetectorPackage receiver [8] implements several opti-
mizations that allows receiving the 1 kHz packet stream 
into the computer RAM without data loss. Dedicated 
stream listener threads and low-level packet buffers ensure 
reception data integrity.   

In addition to image geometry reconstruction, a prelimi-
nary pedestal and gain correction is needed in order to ob-
tain pixel values corresponding to photon flux. This is an 
intensive computation task requiring six calibration maps. 
The implementation in LImA2 uses OpenCL on GPUs to 

assemble the UDP packets and perform pedestal/gain cor-
rection. The raw images in UDP packet format can be in-
dependently saved from the geometrically-assembled and 
intensity-corrected images. 

As show in Fig. 4, the detector is connected to a 100 GbE 
switch through sixteen 10 GbE fiber-optic cables. The 
switch aggregates the raw data into two 100 Gbit links to-
wards the ESRF data centre, where two identical IBM 
Power9 AC-922 computers are dedicated to the detector 
DAQ. Each system is equipped with two Power9 proces-
sors hosting to two NVIDIA Tesla V100 SXM2 (32 GB) 
GPUs with high-speed NVLink. A Mellanox ConnectX-6 
100 Gbit adapter featuring the PCIe multi-host extension is 
installed on the shared PCIe Gen4 slot of the AC-922s. 
Such configuration exports an independent network inter-
face on each Power9 for the same Ethernet port, allowing 
the direct routing of network packets to the corresponding 
PCIe bus based on the destination MAC address. The 
LImA2 PSI plugin exploits the round-robin functionality 
built in the Jungfrau detector to dispatch consecutive im-
ages to different data receivers, each running on a dedi-
cated Power9 socket. This scheme corresponds to the full-
frame-dispatch topology of Fig. 1. Connectivity to GPFS 
storage servers is implemented through independent 25 
Gbit links. 

Figure 4: Connection diagram of the LImA2 system for the PSI Jungfrau-4M.
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Typical experiments at ID29 beamline for Serial MX in-
clude long DAQ sequences with an effective crystal hit-
rate ranging from 20-50 %. Saving all the frames represents 
an important amount of resources for the central storage 
servers and it cannot be justified with such levels of mean-
ingless data. Figure 5 shows the data processing flow for 
the Jungfrau-4M at ID29. A novel approach uses the peak-
finding algorithm in pyFAI [9] to extract the scattering 
background distribution and the diffraction peaks from the 
corrected image. The SMX pipeline executes the pyFAI 
OpenCL code for image sparsification and peak-finding 
(spots). The results include an is-hit flag that indicates if 
the corresponding frame has enough diffraction peaks to be 
analyzed, this can be used as a veto mechanism in the fu-
ture. Depending on the experiment conditions and the sig-
nal-to-noise ratio threshold used to discard meaningless 
data, the resulting sparse and spots files can represent a 
data reduction factor between four and one hundred rela-
tive to the corresponding dense corrected data. HDF5 mas-
ter files containing Virtual Datasets are also saved in order 
to provide a global, continuous view of the interlaced par-
allel receiver streams, including the results of the peak-
finder algorithm. 

HIGH PERFORMANCE OPTIMIZATIONS 
Several optimizations have been applied to the running 

systems to improve the overall performance. In order to 
avoid CPU scheduling collisions with the tasks receiving 
UDP packets, the CPU affinity is tuned for the players ac-
tively participating in the DAQ context: the network device 
IRQ handlers and kernel dispatching, the detector stream 
listener threads, the LImA2 processing threads and the 
GPFS client daemon. NUMA affinity is also managed for 
the data receiver processes, in particular the low-level 
packet buffers. The CPU frequency scaling governor is set 
to performance and the CPU Idle Power Management is 

disabled. All these system-wide settings are initialized by 
a dedicated lima_launcher utility, also used for tuning sys-
tem running LImA servers. Finally, the mitigation of the 
CPU security vulnerabilities is disabled in order to exploit 
all the optimizations in the hardware. 

The IBM Power9 processor include the NX unit per-
forming HW-accelerated GZIP compression and decom-
pression. The Linux kernel distributed by Ubuntu 20.04 
does not include the patches for exporting this functionality 
to user-space applications. The AC-922 systems dedicated 
to LImA2 are running a patched kernel, notably reducing 
the CPU load associated to HDF5 dense image saving and 
improving overall system performance [10]. This ensures 
a high level of compression with the speed of the fastest 
compressors on the market (LZ4). 

ESRF SMARTPIX & RASHPA 
The ESRF Smartpix [11] is a photon-counting pixel de-

tector based on the Medipix3RX chip, composed of one or 
more functional modules of up to eight chips (512 kPixels). 
Featuring frame rates as high as 6 kHz @ 8-bit (6-bit pixel 
capacity), a 1 Mpixel detector can generate up to 6 GByte/s 
data streams. Smartpix data transfer is based on RASHPA 
[12], a framework developed at the ESRF for addressing 
the issues of high-throughput data transfer from the detec-
tor to the first layer of computing nodes with a powerful, 
versatile and scalable architecture. Multi-module and 
multi-computer systems are an essential part of the 
RASHPA design considerations, as well as the goal to of-
fload as many tasks as possible from the CPUs. The frame-
work consists on a toolbox of FPGA components and its 
associated low-level software modules that exploit effi-
cient Remote Direct Memory Access (RDMA), to achieve 
zero-copy data transfers in modern CPUs, supporting  
RDMA over Converged Ethernet (RoCEv2). 

Figure 5: Data processing flow in ID29 PSI Jungfrau-4M for Serial MX. 
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Figure 6: Preliminary real-time GPU-assisted position tracking.

RASHPA intrinsically incorporates advanced functional-
ity like multiple concurrent transfer streams, featuring spa-
tial ROIs and temporal sub-sampling. GPUDirect technol-
ogy, providing direct transfer to GPU memory, is also sup-
ported through Mellanox 100 Gbit RNICs. Two RASHPA 
hardware implementations are available for the Smartpix 
detector: PCIe and RoCEv2. 

The low-latency capabilities inherent to RDMA data 
transfer, in the submillisecond range in the case of 
Smartpix, makes RASHPA particularly suitable for imple-
menting schemes for fast experimental feedback using in-
formation extracted from the 2D detector data. A prelimi-
nary demonstration of real-time feedback capabilities of 
the Smartpix detector with RASHPA/RoCEv2 and GPU-
Direct for synchrotron experiments consisted in the posi-
tion tracking of a moving sample from X-ray transmission 
images at 1 kfps, as shown in Fig. 6. 

From the conceptual point of view, RASHPA and LImA2 
are the hardware and software counterparts of a common, 
consistent framework for distributed DAQ for 2D high-
throughput detectors. In concordance, Smartpix/RASHPA 
has a natural integration into LImA2.  

DECTRIS EIGER2 & INTEGRATION 
INTO BLISS 

Dectris Eiger2 detectors implement the Stream2 proto-
col, offering multi-band images associated to the dual-
threshold pixel capabilities as well as multi-receiver con-
figuration. An Eiger2 LImA2 plugin is in an advanced de-
velopment stage. The definitive Nexus/HDF5 file format 
for the generated four-dimensions datasets of multi-band 
images is under discussion. 

A basic LImA2 integration into BLISS was first made in 
order to control sequences for the Serial MX experiments, 
lacking the interface to the BLISS scanning engine. The 
complete integration, including support for blissdata (an 
in-memory data access API), is under development, also in 
an advanced stage.  

CURRENT PROJECT STATUS 
LImA2 entered in production at ID29 on January 2023 

with a single IBM computer and two parallel data receivers 

offering dense & sparse saving. The peak-finder function-
ality and the corresponding online monitor GUI were grad-
ually added in parallel to beamline operation. The system 
is currently using two IBM systems with four data receiv-
ers; it can perform continuous acquisitions at ~500 Hz as 
well as limited sequences at higher speeds (~150 kframes 
@ 1 kHz). Dense frames and sparse data are saved in HDF5 
files, taking benefit from the [NX] hardware compression 
engine available in the IBM Power9 processors. The next 
goal is to reach the continuous 1 kHz operation. 

Despite all the optimizations in place, the GPU data 
throughput associated to dense image saving currently af-
fects the Jungfrau UDP packet reception integrity. Incom-
plete frames due to packet loss are marked as invalid and 
ignored by the processing pipeline; the statistical nature of 
the SMX data collection tolerates small amounts of data 
loss (~ 1-5 %). The remarkable results obtained with the 
FPGA-assisted implementation of the Jungfraujoch system 
[2] motivate its integration into a second variant of the 
LImA2 Jungfrau plugin. 

CONCLUSIONS 
LImA2, a framework for distributed high-performance 

2D detector DAQ and processing, has been developed, tar-
geting scalable data acquisition systems with low-latency 
data reduction. An implementation for the PSI Jungfrau-
4M detector is in production with two parallel computers 
at the ESRF ID29 Serial MX beamline, providing online 
peak-finding and data sparsification at ~500 Hz. The ESRF 
Smartpix detector, using the high-performance RDMA-
based RASHPA data transfer architecture, has been inte-
grated with its two variants: PCIe and RoCEv2, featuring 
GPUDirect technology, and its real-time capabilities for 
active feedback experiments have been proven. A plugin 
for the Dectris Eiger2 supporting multi-band images is in 
an advanced development stage, as well as its integration 
into BLISS. By separating the detector plugin from the data 
processing pipelines, the integration efforts of new high-
performance hardware into advanced experimental end-
stations can be leveraged. 
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