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Abstract
Badger [1] is a software designed to easily access sev-

eral optimizers (simplex, RCDS [2], Bayesian optimization,
etc.) to solve a given multidimensional minimization/max-
imization task. The Badger software is very flexible and
easy to adapt to different facilities. In the framework of the
EURIZON European project, Badger was used for the EBS
and PETRA III storage rings interfacing with the Tango and
TINE control system. Among other tests, the optimisations
of Touschek lifetime was performed and compared with the
results obtained with existing tools during machine dedi-
cated times.

INTRODUCTION
In the framework of the EURIZON European project, a

collaboration has been established between DESY and ESRF
to work on the optimization of beam parameters for storage
ring (SR) light sources such as lifetime and injection effi-
ciency. In a first approach, the Extremum Seeking algorithm
was tested in both SRs. It was soon found to be difficult to
tune and did not bring major improvements for operation [3].
Contrary to this initial attempt, the software Badger [1] de-
veloped at SLAC has demonstrated to be extremely easy to
set up, flexible to use and user friendly. It provides access to
the Xopt algorithm library [4]. We present in these pages the
user experience (UX) and the experimental results achieved
thanks to the use of Badger and Xopt at the ESRF-EBS and
DESY-PETRA III storage rings.

XOPT
Xopt [4] is a high level python [5] package developed at

SLAC National Accelerator Laboratory that provides a sim-
ple to use framework for connecting black box optimization
algorithms with arbitrary optimization problems. Xopt de-
composes optimization problems into three key components:
defining parameter spaces and objectives, specifying how
to evaluate these objectives, and implementing optimiza-
tion algorithms. The VOCS class defines the optimization
space, including the variables, objectives, constraints and
constants (statics). The Evaluator class defines how to
∗ This project has received funding from the European Union’s Horizon

2020 research and innovation program under grant agreement No. 871072
† simone.liuzzo@esrf.fr

evaluate objectives and constraints given points passed to it
using serial or parallel (multithreading, MPI etc.) processes.
Finally, the Generator class implements the optimization
algorithm, and is used to generate points in variable space
to be evaluated. The main Xopt object choreographs the
execution and communication between these three modules
in order to perform an optimization cycle with the step()
command.

This modular, object-oriented approach enables easy mod-
ification and customization of optimization routines for spe-
cific use cases. For example, the same optimization algo-
rithm can be applied to both simulation and experiment, or
shared between different accelerator facilities by swapping
out the Evaluator object. On the other hand, generators
can also be swapped out to compare the performance of dif-
ferent algorithms on the same optimization problem. These
objects can also be sub-classed to customize evaluation or
generation of points to solve specific problems.

Optimization algorithms are defined by Generator ob-
jects, which are used to generate future points to be evaluated
by calling their generate() method. While users are free to
implement their own optimization algorithms, Xopt comes
pre-packaged with a number of conventional and advanced
optimization algorithms tuned by experts to be applicable
to a wide variety of optimization problems “off-the-shelf”.
Currently these algorithms include

• Autonomous Characterization

– Bayesian Exploration [6]

• Single Objective Optimization

– Nelder-Mead Simplex [7]
– Robust Conjugate Direction Search [8]
– Extremum Seeking [3]
– Upper Confidence Bound BO [9]
– Expected Improvement BO [10]
– Trust Region BO (TuRBO) [11]
– Multi-fidelity BO [12]

• Multi-Objective Optimization

– Continuous NSGA-II [13]
– Expected Hypervolume Improvement BO [14]
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– Multi-Generation Expected Hypervolume Im-
provement BO [15]

– Muli-Fidelity Expected Hypervolume Improve-
ment [12]

These generators can be used or modified via Python code
inside or outside of Xopt. The Xopt framework has already
been used at a wide number of accelerator facilities and
institutions including LCLS, LCLS-II, FACET-II, Cornell
University, University of Chicago, LBNL, AWA and DESY.

BADGER
The Badger [16] package enables the utilization of Xopt

for real-time accelerator tuning by offering both graphical
user interface (GUI) and command-line interface (CLI) for
experiment operators. A view of the Badger run monitor
panel during a single objective optimization is presented in
Fig. 1.

Figure 1: Badger application run monitor panel. The objec-
tive of minimization is displayed in the top plot, while the
relative change of the parameters used for tuning is presented
in the bottom plot. Users can easily customize the plotting
preferences at any time through the toolbar, including op-
tions like using time as the x-axis instead of the iteration
index or displaying normalized values of the variables.

The architecture of the latest version of Badger is de-
picted in Fig. 2. Badger establishes connections between the
generators (optimization algorithms) in Xopt and the under-
lying machine through its custom interface (which handles
low-level and fundamental communication with the control
system) and environment (containing optimization-related
information about the machine, such as variables, tuning
ranges, and observables). It provides a user-friendly GUI
that allows users to easily fine-tune optimization properties,
including selecting tuning knobs, configuring tuning ranges,
and defining objectives and constraints.

Users can monitor the optimization progress through Bad-
ger’s run monitor, available in both GUI and CLI modes.
Furthermore, run data is automatically archived in databases
after each iteration of the optimization to ensure no data
loss.

Figure 2: Badger architecture. Badger wraps the machine
through an interface and environment, forming an evaluator.
It collects inputs from users through the GUI and transforms
them into VOCS and algorithm configurations, then utilizes
Xopt to drive the optimization process. Badger monitors the
data flow, archives data after each step, and provides users
with real-time optimization progress during the run.

Badger was specifically designed to meet the needs of the
accelerator control room (ACR). In the ACR, it is common to
repeat the same tuning procedure multiple times to achieve
satisfactory results or to perform it daily to maintain the
machine’s state at an optimal level. Badger addresses this
demand by abstracting the tuning procedure into a routine.
Users define a routine by selecting the algorithm and the
environment, and then configure the VOCS as well as the pa-
rameters of the algorithm and environment. Once a routine
is created, it can be executed at any time with a single button
press in Badger. Users can also review the historical runs
corresponding to that routine through the Badger run history
browser for post-run analysis.

To use Badger, the user is required to define two key
components:

1. An interface to the specific control system (such as
EPICS [17], DOOCS [18], and Tango [19]).

2. An environment that describes the machine to be
tuned, including variables, tuning ranges, and observ-
ables/measurements.

It’s important to note that the environment in Badger serves
as an abstraction of the machine rather than a specific prob-
lem. For instance, consider the LCLS Badger environ-
ment [20], which includes tens of quadrupoles, solenoids,
sextupoles, and various other tuning knobs. Additionally,
it defines different observables like FEL pulse energy, elec-
tron beam size, and electron bunch length. As a result, the
same environment can be applied to various optimization
scenarios by configuring the VOCS accordingly. However,
when the environment becomes excessively large, contain-
ing thousands of variables, it can be beneficial to divide it
into smaller sub-environments (typically optimized individ-
ually), thereby enhancing the overall performance and UX
of Badger.
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EXPERIMENTAL RESULTS
Set Up for EBS SR

To set up Badger for the ESRF-EBS storage ring, an in-
terface is coded to act on the Tango control system. The
interface code is rather simple and it is mostly a copy of the
existing Badger examples. For reproducibility, the interface
prepared for EBS is using set points (not the read out from
the Power Supplies (PS)) to tune magnets. The two functions
get_value and set_value act as a middle layer between
Badger and any control system, and make the rest of the
code control system agnostic.

In the interface simply replacing two lines of code
(TANGO_HOST) allows to switch between the accelerator con-
trol and the EBS-simulator [21] for test of the newly defined
environments. Several EBS dedicated environments were
created to reproduce the existing ESRF tuning techniques:

• skew quadrupoles for vertical emittance tuning (used
only for first test and to debug the code in the EBS-
simulator)

• sextupole knobs for lifetime or losses optimization
• octupole knobs for lifetime or losses optimization
• sextupole and octupole knobs for lifetime or losses

optimization [22]

Each environment contains information on the devices to
tune and limits their values within a maximum range for
the optimization. In the EBS storage ring there are 192
sextupoles and 64 octupoles. Tuning each of them indepen-
dently in an empiric way is not feasible within a reasonable
amount of time. Consequently, knobs are defined as arrays
of sextupole or octupole strengths. For example all focussing
sextupoles powered following the amplitude of a cosine func-
tion along the SR circumference is a knob. About 200 such
knobs were studied before using them for optimizations as
detailed in [22]. The most effective knobs were retained
based on dynamic aperture and lifetime simulations. A final
selection was based on the electron beam response in terms
of lifetime and injection efficiency and allowed to limit the
optimizations to 24 sextupole knobs and 4 octupole knobs.
A few examples out of the 24 knobs of 192 sextupoles used
for the EBS SR optimizations are shown in Fig. 3.

A Badger environment was set up to tune the 24 sextupole
knobs and 4 octupole knobs simultaneously. This was also
possible thanks to the existence in the EBS control system of
vectorized arrays of magnet multipoles that synchronously
send strengths set point to all magnets. The Badger en-
vironment described above includes all the knobs used in
usual optimizations at ESRF and thus gives the possibility
to compare the existing EBS lifetime tuning technique (run-
by-hand, see later) to potentially all algorithms available via
Badger and Xopt using a common set of variables.

For EBS the target of the optimizations is either total
losses reduction all around the SR or lifetime increase.
Losses are measured at 128 independent beam loss detec-
tors [23]. Lifetime is obtained either from a current trans-
former or from beam position monitors, the latest being more

Figure 3: Example of sextupole knobs used for lifetime
optimizations of the EBS storage ring.

reactive to changes. During the course of an optimization
the beam current naturally decays. The vertical emittance is
kept constant with a vertical shaker to 10 pm rad. The orbit
is also constantly corrected by the slow (0.1 Hz) and fast
(1 kHz) orbit correction simultaneously active. This leaves
only the current as a parameter for normalization. Touschek
lifetime 𝜏 is normalized as

𝜏norm = 𝜏(𝑡) 𝐼(𝑡)
𝐼0

(1)

and consequently the total beam losses 𝐿 as:

𝐿norm = 𝐿(𝑡) ( 𝐼0
𝐼(𝑡))

2

where 𝐼0 is the current at the optimization startup and
assuming that an arbitrary number of bunches in the storage
ring is filled with approximately the same current per bunch.

Excluding the three hours necessary to reach full beam
polarization after a full current refill (0 to 200 mA, at sample
∼250 in Fig. 4), the simple Touschek lifetime normalization
proposed above works as expected: the normalized lifetime
is almost constant despite the current decay as shown in
Fig. 4. In this figure also the hor. and ver. emittance de-
pendence and vacuum lifetime contribution are removed
from the measured total lifetime. These two parameters are
constant during the optimization process and thus irrelevant.

In practice the optimizations at ESRF are done targeting
minimal total losses around the lattice. The losses measure-
ment is reproducible, faster and has lower noise compared
to the lifetime measurement.

Once the environment is set up in Badger the user inter-
face allows to simply determine subsets of knobs for the op-
timization and to chose whether to optimize lifetime, losses
or both. The possibility to select knobs is very useful for
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Figure 4: Measured current, total lifetime and total losses
compared to normalized lifetime and total losses. One beam
loss at sample ∼250 evidences the Sokolov-Ternov polariza-
tion effect [24], not considered by the normalization.

operational purposes, as it allows to reduce the number of
variables without having to redefine a new environment.

Tests of the adaptation of Badger to the ESRF-SR were
performed using the EBS simulator [21]. For this purpose
two dummy devices were instantiated producing a false sig-
nal for losses and lifetime, proportional to the sextupoles’
strengths. Starting from a random set of sextupoles, the opti-
mizer was supposed to find the ground truth with all magnets
set to zero. Only minimal debugging of interface and envi-
ronments was necessary within the EBS-simulator to make
Badger operational. No time was spent debugging during
the few Machine Dedicated Time (MDT) slots allocated to
the studies.

EBS Lifetime Optimization
Lifetime optimization is performed routinely for EBS, to

recover the best possible lattice performances before User
Service Mode (USM). The procedure for lifetime maximiza-
tion is the following:

1. set all sextupole and octupole correctors to zero (peri-
odic lattice)

2. kill any beam
3. cycle all magnets
4. refill uniform, 200 mA
5. open all insertion devices and collimators
6. set vertical scrapers to ±4 mm
7. correct tunes and start fast and slow orbit correction

feedbacks
8. start 10 pm vertical emittance feedback
9. run sextupole and octupole knobs optimization

10. save setting, kill beam, cycle
11. refill uniform, 200 mA
12. measure Touschek and Vacuum Lifetime

At ESRF step 9 is usually done with the run-by-hand

Figure 5: Total beam lifetime (Vacuum and Touschek life-
time contributions) and time to converge for different sex-
tupoles and octupole settings. The label (periodic) corre-
sponds to the absence of corrections on sextupole and oc-
tupoles. All other bars represent different optimizations
performed. All values are normalized for total current and
vertical emittance.

script [22]. This script scans the amplitude of each knob in
a sequence, fits a parabola to the acquired data and keeps
the amplitude producing the least total losses as measured
by the 128 beam loss monitors around the SR [22]. With
Badger/Xopt it was possible to easily replace this empiric
sequential scan with more sophisticated algorithms.

The algorithms that were tested are:

• Nelder-Mead Simplex
• Upper Confidence Bound Bayesian Optimization
• Trust Region Bayesian Optimization (TuRBO)

Other algorithms such as RCDS [8] are available within
Badger but there was no time to test them in control room.

The whole procedure described above is repeated identi-
cally for each algorithm. Figure 5 summarizes the results
of the optimizations in terms of lifetime and time to con-
verge. All optimizers tested improved the maximum life-
time, compared to the periodic settings and to the results of
the standard optimization procedure. The empiric run-by-
hand tuning takes about 100 min yielding about 30 h lifetime.
The simplex and upper confidence bound algorithms take
about 30 min before convergence and yield a lifetime of
about 32 h. The TuRBO algorithm outperforms all other
algorithms tested, by converging in only 15 min to total life-
time values above 32 h. Setting the sextupole and octupole
strengths values found by the best run of optimizations in
the storage ring led to the record Touschek lifetime values
of 𝜏tou = 41 ± 11 h.

The total losses (and thus the lifetime) vary during the
optimization process. Small amplitude of such variations
towards high level of losses are desirable during the opti-
mization process.

The least excursion of losses are observed for the TuRBO
algorithm run within Badger.

The TuRBO algorithm was run three times in a row start-
ing from the same initial sextupole and octupole setting. In
all cases TuRBO converged to similar total beam lifetimes.

19th Int. Conf. Accel. Large Exp. Phys. Control Syst. ICALEPCS2023, Cape Town, South Africa JACoW Publishing

ISBN: 978-3-95450-238-7 ISSN: 2226-0358 doi:10.18429/JACoW-ICALEPCS2023-MO3AO01

System Modelling

Feedback Systems & Optimisation

MO3AO01

111

Co
n
te
n
t
fr
o
m

th
is

w
o
rk

m
ay

b
e
u
se
d
u
n
d
er

th
e
te
rm

s
o
f
th
e
CC

B
Y
4
.0

li
ce
n
ce

(©
20

23
).
A
n
y
d
is
tr
ib
u
ti
o
n
o
f
th
is

w
o
rk

m
u
st

m
ai
n
ta
in

at
tr
ib
u
ti
o
n
to

th
e
au

th
o
r(
s)
,t
it
le

o
f
th
e
w
o
rk
,p

u
b
li
sh

er
,a

n
d
D
O
I



To test the robustness of TuRBO random sextupoles were
set in the lattice to disrupt the lifetime down to 20 h. Those
settings give about 2-3 times larger sextupoles than the cor-
rection strengths necessary to optimize the lattice. Also in
these conditions, TuRBO could recover lifetimes comparable
to the best measured in operational conditions.

The TuRBO algorithm has been set in operation at ESRF
thanks to Badger application. It allows to have faster opti-
mizations and to reach larger final lifetimes with minimal
sextupole strengths variations. It is fully transparent for users
and can be thus used at any time during user service mode.
This would allow to cope with possible impact of insertion
devices and collimators settings on lifetime.

Set Up for PETRA III SR
As for the ESRF-EBS storage ring, a Badger interface is

coded to act on the PETRA III TINE control system [25,
26] through its Python extension ”PyTine”. The commands
used are get_value, get_value_with_timestamp and
set_value. Two PETRA III environments were written
specifically for the lifetime optimization experiment. The
first one allows to act on the four skew quadrupoles QS1,
QS2, QS3, QS4 which affect the machine global coupling
(QS1 and QS4 for the difference resonance, QS2 and QS3
for the sum resonance). Also influencing the lifetime are
the horizontal and vertical tunes. They are set by acting
on the main quadrupoles in the FODO arc: QF and QD.
For a more extended optimization the vertical dispersion in
the damping wigglers is adjusted. This can be set through
the second environment, where the vertical dispersion is
corrected in the wiggler sections by varying the current
in 8 skew quadrupoles located in the North and West ring
sections. Similarly as in the EBS case, the environments
also set the boundaries within the optimization algorithms
can vary the magnet values, in order to avoid damages to
the machine. The observable to be optimized also needs
to be defined in the environment. For better accuracy in
PETRA III the lifetime 𝜏 is computed by fitting the beam
current 𝐼(𝑡) measured every second and averaged over 20
seconds with the following function:

𝐼(𝑡) = 𝐼(0) ∗ 𝑒− 𝑡
𝜏

where 𝐼(0) is the first measured value of the 20 seconds range.
In order to take into account the natural lifetime reduction
due to losses and reduce fluctuations the final optimized
value normalized as described above in Eq. (1).

PETRA III Lifetime Optimization
The optimization performed on the PETRA III aimed at

minimizing the linear coupling in the SR. To overcome limi-
tations in the resolution of the beam size measurements, the
beam lifetime is used as a proxy for vertical emittance and is
thus minimized, as opposed to the EBS case. The Touschek
lifetime is in fact proportional to the vertical beam size and
thus to the vertical emittance. The current optimization rou-
tine in PETRA III evaluates the operational values of QS1-4

by moving the tunes to the 𝑄𝑥 −𝑄𝑦 difference resonance and
trying to achieve the smallest tune difference as possible and
is typically done a few times per year, mostly during startup
after a shutdown. The set-points of the main quadrupoles
QF and QD are manually tuned to achieve at the same time
a good injection efficiency and a small horizontal emittance
(near the design value of the natural emittance).The optimal
currents for the skew quadrupoles in the North and West
sections are computed from the inverse dispersion response
matrix obtained by measurements. This process is usually
performed every week. The experiment was performed in a
dedicated machine development shift in March 2022 using
a filling pattern of 10 bunches with a total current of 25 mA.
Four different tests were performed acting on different sets
of magnets. In the first case the lifetime was perturbed by
setting the current in QS1, QS4 to 10 A and QS2, QS3 to
0 A. The currents in the same magnets were the optimization
parameters. After observing that QS2 and QS3 had minimal
impact on the lifetime a second test used QS1, QS4 together
with the main quadrupoles QF and QD. For the third test
the currents of the skew quadrupoles in the damping wig-
glers section was set to 0 to increase the lifetime and the
optimization was performed initially using subsets of those
quadrupoles (first the 4 in the West sector and then the 4 in
the North sector). Lastly the optimization was performed
tuning the 8 skew quadrupoles at the same time. In all of
the aforementioned tests the optimization was performed
using the BOtorch algorithm implemented in Badger and
the procedure followed was:

1. The current in the magnets was modified till a consistent
increase in the lifetime was observed.

2. The Badger optimization program was let to run till
convergence.

3. The obtained lifetime was compared with the one of
the magnets configuration at step 1 and with the op-
erational values, in each case correcting the electrons
orbit with the customary routine before acquiring the
measurement.

The fourth and final test used the simplex algorithm to
tune the eight skew quadrupoles starting the run from the
operational values (instead of 0 as in the third test). No
improvement was observed in the minimization, suggesting
that the operational settings are optimal. Figure 6 shows
the comparison between the initial, the operational and the
optimized values for each of the tests described above. The
Badger runs could generally find final settings corresponding
to lifetime values comparable to the operational ones in all
cases.

Injection Efficiency Optimization
Badger and Xopt are used also for the tuning of the trans-

fer line magnetic elements between the booster (SY) and
the EBS storage ring and to increase the dynamic aperture
(DA) of the SR. Both tasks have as objective an increase of
injection efficiency SY to SR (IE), bringing either improved
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Figure 6: Comparison of the lifetime normalised with the
current for the different tests performed in PETRA III. The
blue bar represents the value obtained by de-tuning the rele-
vant parameters from the operational value (in orange). The
green bar is the value reached at the end of the Badger op-
timization. In the last test the optimization was performed
from the operational values.

injected beam conditions or enlarged available space for in-
jection. The IE is measured at EBS as the ratio between the
sum signal on a BPM in the storage ring (calibrated to detect
current variations) and the current at the extraction time in
the booster. In order to measure such quantity the booster
must be ramping and the injection in the SR triggered. A
script is set up to trigger exactly ten shots of injection, only
at the time of measurement. The average of these ten shots
is the required measurement for each condition tested by the
optimization process. This allows to: 1) minimize the time
with injectors active for the sake of energy consumption and
equipment ageing; and 2) reduce the total injected charge in
the SR to avoid reaching the maximum stored beam current
during an optimization (𝐼max = 200 mA). Figure 7 shows
this process taking place.

For the optimization of the injected beam properties all the
fourteen quadrupoles in the transfer line booster to storage
ring (SY-SR) are varied within ±5 A of their set point. Four
extraction and injection septa are also included as tuning pa-
rameters together with three vertical steerers, the extraction
kicker amplitude, the RF phase between SY and SR and the
time of extraction from the booster (extracted beam energy).
For the optimization of the DA in the SR several sextupole
and octupole knobs are selected as described above for the
optimization of lifetime. In this case only the knobs with an
effect on the DA (horizontal or vertical) and small impact on
lifetime are kept. Seventeen such knobs are selected based
on electron beam dynamics tracking simulations.

Figure 8 shows optimizations performed with the TuRBO
optimizer within the Badger application.

The six optimizations visible in the figure correspond to:

Figure 7: Injection efficiency SY-SR measured by ramp-
ing the booster and firing the electron beam gun only when
needed. The black curve shows the current at the extraction
time in the booster (endcurrent). The blue dots are measure-
ments of IE.

Figure 8: Injection efficiency and injected current during
the optimizations performed with Badger and Xopt.

• optimization of the injected beam properties with
TuRBO

• 2 runs of optimization of the injected beam properties
with TuRBO starting from the previous run

• a second, longer optimization of the injected beam prop-
erties with TuRBO

• optimization of the injected beam properties with
TuRBO starting from random quadrupole settings pro-
viding about 16 % injection efficiency as a starting point

• optimization of dynamic aperture with TuRBO

The optimizations of the injected beam properties finally
resulted in ∼1.5 % injection efficiency increase. The dy-
namic aperture optimizations contributed ∼3.0 % to the total
improvement reaching IE up to 82 %. The magnets set point
variations observed are all reasonably small. Finally, Fig. 9
displays the lifetime and injection efficiency before and after
the IE tuning.

The case of optimization started from random transfer
line quadrupole settings stopped at about 60 %. In future
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Figure 9: Injection efficiency and beam lifetime before and
after the optimizations performed with Badger and Xopt.

optimization for this case other algorithms will be tests such
as upper confidence bound or simplex.

No clear advantage is observed when running TuRBO
starting with the data acquired from a precedent optimization
run (#1 in Fig. 8). Further test will be run to confirm such
observation.

Eventually, comparing to the previous user service mode
settings (with closed insertion device gaps and safety colli-
mators), an increase from 65 % to 75 % is observed and IE
values appear to be more reproducible injection after injec-
tion with the new settings. The optimization of DA led to
a small degradation of lifetime that was quickly recovered
running Badger+Xopt(TuRBO) for lifetime optimization as
described in the previous sections.

CONCLUSIONS
The Badger interface gives access to a variety of opti-

misers, including all the Xopt library algorithms. Badger
provides a user friendly and versatile interface for SR op-
timizations. The result obtained during experimental tests
on the EBS and PETRA III storage rings are in all cases
at least comparable to those obtained by routine operation
procedures and in most cases exceed the lifetime and injec-
tion efficiency values previously achieved with a very short
optimization time.

Badger has been successfully used at EBS also for local
optimization of sextupoles about a newly installed undulator
and to optimize the lifetime after the installation of new
magnets.

The Xopt TuRBO algorithm reached an optimal tuning
configuration seven times faster than conventional scanning
algorithms and more than fifty times faster than a human
operator (assuming 2x8h shifts of manual tuning).

Badger has been set up at EBS with the Xopt TuRBO al-
gorithm and is now available for operators to be used during
user service mode for lifetime optimizations. In fact the op-
timization process is sufficiently fast and sensible (requires
very small magnet setting variations), to be completely trans-
parent for user operations (except the improved lifetime per-
formances).

For PETRA III the use of Badger did not exceed the clas-
sic operation tuning and it is thus kept for machine stud-

ies only and as a valuable tool for the PETRA IV upgrade
project [27].

Future use of Badger and Xopt will continue the stud-
ies started on injection efficiency optimization including
additional parameters (such as the booster sextupoles at ex-
traction) and testing different algorithms available in Xopt.
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