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Abstract 
In 2020, the new European Synchrotron Radiation Facil-

ity Extremely Brilliant Source (ESRF-EBS) took-up oper-
ation.  With the much higher photon flux, experiments are 
faster and produce more data. To meet these challenges, a 
complete revision of data acquisition, management and 
analysis tools was undertaken. The result is a suite of ad-
vanced software tools, deployed today on more than 30 
beamlines. The main packages are Beamline Instrument 
Support Software (BLISS) for experiment control and data 
acquisition, Library for Image Acquisition 2 (LIMA2) for 
high-speed detector control, the ESRF Workflow System 
(EWOKS) for data reduction and analysis workflows, and 
Daiquiri the web GUI framework. These developments 
provide a solid foundation to tackle current and future chal-
lenges at the ESRF and to continue providing cutting-edge 
capabilities for synchrotron research. 

BLISS is programmed in Python, to allow easy sequence 
programming for scientists and easy integration of scien-
tific software.  BLISS offers: Configuration of hardware 
and experimental set-ups, a generic scanning engine for 
step based and continuous data acquisition, live data dis-
play, frameworks to handle 1D and 2D detectors, spectrom-
eters, monochromators, diffractometers and regulation 
loops. 

For detectors producing very high data rates, data reduc-
tion at the source is important. LIMA2 allows parallel data 
processing to add the necessary compute power (CPU and 
GPU) for online data reduction in a flexible way.  

The EWOKS workflow system can use online or off-line 
data to automate data reduction or analysis. Algorithms are 
wrapped as a workflow module and can be combined with 
other processing modules. Workflows can run locally or on 
a compute cluster, using CPUs or GPUs. Results are saved 
or fed back to the control system for display or to adapt the 
next data acquisition. 

ESRF-EBS 
The ESRF-EBS is the first fourth generation high-energy 

synchrotron with a Hybrid Multi-Bend Achromat (HMBA) 
lattice [1]. The new X-ray beam is 100 times more brilliant 
and coherent than before, Fig. 1. For the construction the 
ESRF shut-down in December 2018. The new storage ring 
was built within the existing infrastructure and reduced the 
energy consumption by 30%. In September 2020 the new 
synchrotron took-up operation. With its much higher pho-
ton flux, experiments can be conducted faster and more in-
situ experiments are carried-out. 

 
Figure 1: View of the X-ray beam before (top) and with 
EBS (bottom). 

THE CHALLENGES 
To cope with the new specifications of faster data acqui-

sition, higher data rates and the increasing need for online 
data reduction, a large part of the ESRF software for beam-
lines had to be modernized after 30 years of continuous op-
eration.  

The main challenges to be addressed are: 
 Data acquisition rates in the kHz and up to the MHz 

range. 
 To limit the infrastructure cost and impact on the envi-

ronment, the raw data to be stored must be reduced as 
early as possible during experiments. 

 Standardization of all experimental raw and meta data 
for generic visualization, processing, automation and 
data curation. 

 Automated online data analysis for immediate feed-
back of experiment results and avoid storing useless 
raw data. 

 Experiment registration with all raw data, meta data 
and processed data produced. Remote users should 
have immediate access to experiment results.  

 
The EBS shutdown was a unique opportunity to re-write 

the main data acquisition software, prepare for faster de-
tectors with higher data rates, develop a workflow system 
for online data reduction and data analysis and to modern-
ize the GUI framework 

A clean management of the data flow is required on all 
levels. All the different software tools must work seam-
lessly together (see Fig. 2). All data visualization, data sav-
ing, data analysis and experiment registration depend on 
the data produced by the acquisition system. 

DATA ACQUISITION 
BLISS: Scanning and Sequencing 

The replacement campaign of the old SPEC-based data 
acquisition system, was started during the EBS shutdown 
in 2018 to the situation today, where 35 beamlines are run-
ning with BLISS. 
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Figure 2: Software Integration. 

BLISS [2] is a command line driven sequencer written 
in Python. As most scientific software is written in Python 
too nowadays (or can be called from Python), scientists 
easily integrate their software into the acquisition se-
quences.  

The main points of the BLISS architecture (Fig. 3) are: 
 A generic scan engine for step and continuous scans. 

The same concepts for any data acquisition and coher-
ent data management. The use of trajectories and HKL 
space [3] is possible with all scans. 

 Decoupling of data acquisition from data saving 
and analysis. Allows higher acquisition speed without 
blocking. Any data consumer uses the same API. 

 Easy configuration of hardware and experimental 
environment. YAML configuration files for easy ed-
iting and maintenance. Measurement groups to switch 
between predefined acquisitions set-ups on the fly. 

 Coherent storage of all acquired data at high speed 
and for large data volumes. All data of a dataset, sam-
ple or proposal is saved as a HDF5 data tree that fits 
the ESRF data policy. 

 Live data display of all acquired data, Fig. 4. Imme-
diate visibility of acquisition results for the user. 

 
Figure 3: BLISS Architecture. 

 
Figure 4: Online Data Display (Flint). 

BLISS is designed to control synchrotron beamlines and 
includes several internal hardware abstraction frameworks 
to standardize the control of complex instruments, Fig. 5.  

 
Figure 5: Bliss Internal Frameworks. 

The data acquisition with high speed 1D or 2D detectors 
acquiring large data volumes is implemented in external 
frameworks, MOSCA [4] for 1D and LIMA and LIMA2 [5] 
for 2D detectors. Both frameworks are accessed via Tango 
servers with a standard API for all detectors of the same 
type. The corresponding BLISS controllers need to be im-
plemented only once. 

LIMA2: Distributed Acquisition for High Per-
formance 2D Detectors 

Since the start of the ESRF-EBS operation, the number 
and variety of high speed detectors has increased signifi-
cantly. With acquisition speeds in the kHz range and raw 
data volumes reaching 10s of GB/s, the sequential acquisi-
tion framework for 2D detectors (LIMA) needed to be up-
graded. 

The new framework, LIMA2, implements several topol-
ogies to distribute acquired images for processing on mul-
tiple computers (see Fig. 6). The distributed architecture 
supports multiple receivers, ensuring scalability for very 
high data rates and low latency online data analysis. Early 
on the fly image processing (CPU or GPU) on the frontline 
data acquisition computers allows: 
 Online data reduction for large data volumes 
 Closed loop applications with feedback to the exper-

iment 
 Live visualization of results 
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The new LIMA2 framework decouples the data acquisi-
tion and processing life cycle. A simplified single-com-
mand configuration and a high-level API hide the distrib-
uted process topology to all clients e.g. BLISS and 
MXCuBe [6] etc. 

 

 
Figure 6: LIMA2 Data Distribution Topologies. 

Figure 7 shows an example of an online data reduction 
pipeline for serial crystallography on the ID29 beamline. 
The detector is a 4M PSI-Jungfrau detector running at 1 
kHz, producing 8 GB/s of raw data. The aim of the online 
reduced sparse data flow is to save only 400 MB/s i.e. 20 
times less.  

 

 
Figure 7: LIMA2 Online Data Reduction Example. 

ONLINE DATA ANALYSIS 
BLISS Data API 

As already mentioned in the section about BLISS, data 
acquisition and data saving and analysis are decoupled. All 
access to the acquired data happens via the BLISS Data 
API, Fig. 8.  

The API is separated into two parts. The low level 
streaming API offers direct access to all incoming data. The 
BLISS file writer (Nexus Writer) and the BLISS live data 
display (Flint) are clients of this API. 

Because the lifetime of data stored in the Redis [7] in-
memory database is limited, a high level API has been im-
plemented to read live data as if it would be read from an 
HDF5 file. If the data is no longer available in memory, the 
API automatically reads from the HDF5 data file stored on 
disk. 

Data analysis clients that follow the speed of the data ac-
quisition can do analysis in real time. Clients which are 
slow, will also continue to run in the same way, but will 
switch to file access when data is no longer available in 
Redis or the LIMA image buffer. 

 
Figure 8: Bliss Data API. 

EWOKS: ESRF Workflow System 
Today the data acquisition system is able to cover the 

needs of ESRF-EBS in the kHz range and higher. But with 
experiments executed in hours instead of days and much 
larger data volumes produced, scientists are faced with 
problems transferring and analyzing the data in their home 
institutes. Online data reduction and analysis become a ne-
cessity to reduce the time between measurement and scien-
tific publication or to make scientifically relevant decisions 
during the experiment. 

The ESRF workflow system EWOKS [8] was designed 
to execute tasks in a fully automated manner when the data 
acquisition is running and when manually triggered by the 
user. Results can be stored as processed data of the experi-
ment or can be fed back to the data acquisition system for 
display or to control the next acquisition.  

Today, 25 beamlines are running workflows to process 
their data in different scientific domains like tomography, 
spectroscopy, fluorescence, SAXS/WAXS, dark field mi-
croscopy, diffraction and structural biology. 

Workflows can be described as the flexible chaining of 
processing tasks, Fig. 9. The processing code is written by 
scientists and integrated to the workflow system by appli-
cation experts. Afterwards the user can chain the different 
processing tasks graphically. 

 
Figure 9: Workflow Definition. 

The acquisition system can trigger any EWOKS work-
flow and survey its execution status (see Fig. 10). Complex 
results are stored in Redis and can be used for display or 
any further action.   
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Figure 10: Automated Workflow Execution. 

Examples of workflows in operation are the online to-
mography volume reconstruction (Fig. 11) or the EXAFS 
online visualization in scientific parameter space (Fig. 12).  

 
Figure 11: Tomography online volume reconstruction. 

Both workflows are used as immediate result feedback 
for decision taking and as first results for further analysis. 
Thus speeding-up the data validation and data analysis pro-
cess for the beamline scientists.  

 
Figure 12: EXAFS Plotting During Acquisition. 

EXPERIMENT GUIS 
Daiquiri: Web GUI Framework 

The first web GUI for control of protein crystallography 
experiments at the ESRF was MXCuBe3 [6] in 2017. Based 
on the good experience and the strong trend of developing 
towards graphical user interfaces as web applications, the 
decision was made to invest in web development. 

The daiquiri framework [9] was designed to work on top 
of BLISS for control and monitoring but can also handle 
EWOKS tasks and access Tango servers, Fig. 13. 

The access to BLISS is based on the BLISS REST API 
and a web terminal offering the possibility to integrate a 
command line interface to BLISS as part of a web GUI. 

 

 
Figure 13: Daiquiri Architecture. 

A good example of a complex experiment GUI, is the 
tomography GUI (see Fig. 14). It offers the user a view of 
the sample, the sinogram during the data acquisition and a 
reconstructed slice for data validation. Slice reconstruction 
is executed by an EWOKS workflow. The rotation axis can 
be modified directly on the reconstructed slice for the next 
data acquisition. 

 

 
Figure 14: Tomography GUI. 

Another example is the GUI for milli X-Ray Fluores-
cence (mXRF) for the quantification of element concentra-
tions in samples (see Fig. 15). Acquired mXRF maps are 
superimposed on the visible-light image of the sample. On 
the bottom left mXRF map, a smaller map was selected and 
acquired with higher resolution. On the top right mXRF 
map, a series of POIs have been selected for the collection 
of mXAS spectra. 

 
Figure 15: mXRF Mapping GUI. 
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CONCLUSION 
With BLISS and LIMA2 we have a flexible and perfor-

mant data acquisition system. We are able to integrate high 
performance detector systems, further speed-up experi-
ments and implement on-the fly data reduction and low la-
tency processing. 

The standardization of data APIs and standardized data 
and meta data in HDF5 produced by the acquisition system 
allow automation for visualization, saving and further pro-
cessing by the EWOKS workflow system or any other pro-
cessing tools. 

The definition and evolution of EWOKS workflows for 
different science domains will allow more and more beam-
lines to visualize processed data from experiment on the fly 
or to reduce the raw data storage. Veto systems to avoid 
storage of useless raw data or to feedback results to the run-
ning acquisition become very easy to implement. 

With BLISS, LIMA2, EWOKS and Tango data reduc-
tion and analysis are possible at all possible acquisition 
speeds. The door is wide open for complex experiments. 

For example, a user group working on X-ray reflectom-
etry on the ID10 beamline recently used all the tools de-
scribed above to profit from AI/ML algorithms to close the 
loop during the experiment [10] (see Fig. 16). 

 
Figure 16: Autonomous experiments enabled by machine-
learning-based online data analysis (diagram from [10] 
with permission of L.Pithan). 

The Daiquiri web GUI framework opens the door not 
only to remote operation, but also to a closer integration of 
acquisition with other tools developed for experiment man-
agement. Those tools, for example electronic logbooks or 
the ESRF data portal, are all implemented as web applica-
tions and can run in the same browser or even in the same 
Swindow. 

If you want to try and play, a BLISS demo session is 
available under [11]. 
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