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Abstract 
Preparations are underway to build the Electron Ion Col-

lider (EIC) once the Relativistic Heavy Ion Collider 
(RHIC) beam operations end in 2025, providing an en-
hanced probe into the building blocks of nuclear physics 
for decades into the future. With commissioning of the new 
facility in mind, Accelerator Controls will require modern-
ization in order to keep up with recent improvements in the 
field as well as to match the fundamental requirements of 
the accelerators that will be constructed. We will describe 
the status of the Controls System architecture that has been 
developed and prototyped for EIC, as well as plans for fu-
ture work. Major influences on the requirements will be 
discussed, including EIC Common Platform applications 
and our expectation that we'll need to support a hybrid en-
vironment covering both the proprietary RHIC Accelerator 
Device Object (ADO) environment as well as EPICS.  

NEARING THE END OF THE RHIC ERA 
Beam operations of the Relativistic Heavy Ion Collider 

(RHIC) are expected to cease after the FY25 run, having 
successfully supported several key detectors that have been 
used for nuclear physics experiments over 23 years. Col-
liding beams in use at the facility have been comprised of 
many hadron species including polarized protons and gold 
with beam energies between 3.85 GeV [1] and 255 GeV [2] 
to date. 

The RHIC Controls System includes Front End Comput-
ers (FECs) that utilize either VME-standard components or 
a proprietary XILINX FPGA-based platform. The latter 
was primarily developed and utilized to support the LLRF 
system at RHIC and elsewhere in the hadron injector chain. 
VME boards in use at RHIC include a significant compo-
nent of proprietary boards for multiple systems as well as 
commercial equipment. Additionally, the software infra-
structure of the Controls System is based on a proprietary 
standard called Accelerator Device Objects (ADOs) [3]. 
The current version of the Controls System was developed 
in preparation for the commissioning of RHIC, though it 
has continued to develop and expand in scope and com-
plexity as the needs of RHIC and other independent ma-
chines have continued to evolve. 

WHAT IS THE EIC? 

The US Department of Energy (DOE) approved the sit-
ing of the Electron Ion Collider (EIC) [4] at Brookhaven 
National Laboratory (BNL) in FY21, and a partnership has 

been established with Thomas Jefferson National Acceler-
ator Facility (TJNAF) to construct the new machine after 
FY25 pending project approval. The RHIC tunnel will be 
reused for the new project, along with a subset of the RHIC 
magnets that comprise the existing Blue and Yellow Rings 
for a new Hadron Storage Ring (HSR) (Fig. 1). A new turn-
key LINAC will be added to accelerate polarized electrons 
to 400 MeV, and the resulting beam is accelerated in a new 
Rapid Cycling Synchrotron (RCS) Ring. Bunches are then 
transferred from the RCS to a new Electron Storage Ring 
(ESR), which supports collisions with beam in the HSR. 
Center of mass collision energies between the electron and 
hadron beams will range between 20 and 140 GeV [5] at 
one or two Interaction Regions, the first of which will be 
serviced by the electron-Proton Ion Collider (ePIC) Detec-
tor. Beam from an additional Strong Hadron Cooling 
(SHC) electron accelerator will be used to reduce the size 
of the hadron bunches in both HSR injection and store con-
ditions. Completion of the commissioning phase of the pro-
ject is currently expected to occur in FY34. 

 
Figure 1: Cartoon Layout of the EIC. 

The components required to achieve the functional and 
performance goals of the EIC Project will be typical of a 
large, modern particle accelerator. These include normal-
conducting and super-conducting magnets, normal-
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conducting and super-conducting RF cavities, a spectrum 
of power supplies and power amplifiers, a myriad of beam 
instrumentation equipment, and many types of support 
equipment that provide direct control and monitoring or es-
tablish the correct environmental conditions for the core 
systems. Noteworthy amongst the less common accelerator 
components, EIC will require the successful operation of 
multiple Crab RF cavities adjacent to the Experimental IR 
to optimize the transverse alignment of the electron and 
proton bunches as they enter and leave the IR [6]. These 
devices will help to maximize the luminosity of the colli-
sions and will represent a significant engineering challenge 
for the Project. 

EIC Controls Basics 
EIC systems will require remote controls to many loca-

tions at the BNL site, which will most commonly be uti-
lized from the existing Main Control Room (MCR) that 
serves RHIC and other machine operations within the Col-
lider-Accelerator Department at BNL (Fig. 2). 

 
Figure 2: Current view of the RHIC Main Control Room. 

Field equipment will range from Commercial Off-The-
Shelf (COTS) embedded devices from many different 
manufacturers to proprietary Front-End Computers (FECs) 
that help integrate the core functionality of many of the 
EIC systems that have been described. Since operations 
will require bunched beam circulating at high frequencies, 
a timing system is required that supports synchronized 
event and data distribution with high performance require-
ments. Standardized software tools will stitch together all 
hardware components of the EIC Controls System into a 
coherent set of interfaces as well as provide key services 
that are required to operate a distributed set of equipment 
in a modern environment. The underpinnings of the asso-
ciated FECs and servers are the networking devices and the 
supporting fiber plant that provide the connectivity with 
sufficient performance for basic I/O, taking snapshots of 
activities on interesting events, data logging, data retrieval, 
as well as other common tools that operators of the EIC 
may require. 

SOFTWARE STRATEGY 
Since there is the potential for reuse of elements of the 

RHIC Controls System for the EIC era, we are reviewing 
the functional and performance requirements and the gen-
eral utility of the associated codebase to determine if there 

will be a desire to adapt certain cases to our future EIC par-
adigm. 

One example that has already been identified is the 
RHIC TAPE Sequencer application [7], which allows the 
user to easily create and run complex command processes 
in an on-demand fashion. It’s anticipated that EIC will have 
very similar if not more demanding requirements for com-
mand sequencing, so we are considering improvements to 
the software design regarding separation of the User Inter-
face from the sequencing processing back-end, in-process 
sequence management tools, as well as other new aspects 
of the implementation. 

We are evaluating the inclusion of EPICS tools into the 
services and UI tools that will be the backbone of the EIC 
Controls, presenting the opportunity to cooperate on soft-
ware development with other facilities. While the RHIC 
Controls System does not make significant use of EPICS 
resources, we have consulted with the Controls Systems 
experts at the other major particle accelerator facilities in-
cluding National Synchrotron Light Source II (NSLS-II) at 
BNL. The expertise that they have developed using EPICS 
since that machine was first constructed in 2014 has been 
a positive influence on our own planning efforts [8]. We 
elect to standardize on using EPICS version 7 [9] along 
with PV Access protocol and will likely incorporate Pheo-
bus [10] as a primary UI tool in the EIC Controls System. 

Given the mixture of RHIC and EPICS tools that are 
available, we are currently evaluating the options for each 
of our core software-based services. For example, the EP-
ICS Archiver appears to be a robust and extensible tool to 
deliver the necessary EIC data logging and retrieval ser-
vices. We will prototype this system as part of our planning 
for the construction phase of the Project, where the current 
expectations are that we will need to support several mil-
lion control points. Name lookup services have multiple 
options that we are looking to evaluate; Controls Name 
Server (CNS) from the RHIC system, and Channel Finder 
from EPICS. Performance metric comparisons will be crit-
ical to making our ultimate choices in each services cate-
gory. 

Another area of consideration is the choice of codebases 
for our services and tools including ADOs and EPICS, 
which are both a mixture of C/C++, Java, and Python. 
While the C and Java dependencies are significant and are 
unlikely to be retired during the EIC Project, new develop-
ers who are unfamiliar with accelerator controls systems 
that have joined our organization have expressed a prefer-
ence for using Python. Much progress has been made in the 
RHIC Controls System with development of the Python 
development environment for the purpose of standardizing 
and packaging code in ways that meet the performance ex-
pectations of the user community [11]. Python code is now 
used in both field device integration and UI applications in 
an increasing number of cases. We expect that this trend 
will increase, due to the ease of development of Python 
programs and the wide array of software libraries that are 
being actively developed and maintained. 

While Artificial Intelligence and Machine Learning were 
not significant considerations when RHIC was being 
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designed and constructed in the 1990’s, the level of com-
munity interest for these areas of software development 
and data management has greatly increased over the last 
several years. AI/ML tools will need to be well-integrated 
with the EIC Controls System, and our intent is to leverage 
non-proprietary software that is dynamic enough to easily 
support the addition of new training data sets and new ap-
plications by the EIC Controls user community at any 
point. We are keenly interested in gaining knowledge about 
the AI/ML tools that are already well-established in the ac-
celerator controls community, how they’re being used, and 
how we might best integrate them into our data pipeline. 

Software Challenges 
Any significantly sized distributed controls system will 

require regular software maintenance due to the life cycle 
of communication, UI, and other libraries that underpin the 
framework. With the inception of a large development pro-
ject, it’s a critical decision point to consider existing 
choices in each area. Regarding device interfacing, we feel 
that including an avenue to leverage the existing RHIC 
ADO infrastructure is warranted. There may be situations 
where EPICS IOC interfaces do not exist for COTS or pro-
prietary equipment that are already available in ADO form. 
Conversely, there will be situations where we could avoid 
novel ADO development efforts by leveraging existing EP-
ICS IOCs for COTS equipment. 

EIC design plans call for the use of a LINAC to acceler-
ate electron beams between the source output and RCS in-
jection energies, and we are preparing to procure the re-
lated systems from an outside source. All controls would 
be provided by the LINAC vendor, and the logical standard 
to leverage is EPICS. Additionally, the EIC Project has se-
lected an existing Power Supply Controller (PSC) that is 
being developed for the Advanced Light Source Upgrade 
(ALS-U) Project at Berkeley Lab as the basis for power 
supply controls for the EIC RCS and ESR Rings. While we 
will have to adapt the digital interface to work with our 
timing system and different modes of operation, we would 
leverage the EPICS software interface in the EIC Controls 
System. 

Due to our anticipated combination of ADO and EPICS 
device-level interfaces, we have considered several differ-
ent options for hybridization of the two similar but incom-
patible software platforms. Figure 3 shows two of the lead-
ing options, where clients make use of the existing ADO or 
EPICS standards depending on the case. The choice that 
we are focusing on now is the EPICS-standard case that 
would require us to support EPICS PV Access protocol 
from ADOs, which was first demonstrated in a test envi-
ronment for EIC in 2021. We continue to explore the re-
lated interface changes that would be required to complete 
the hybridization process, including mapping ADO prop-
erty alarm traffic into the existing EPICS parameter value 
alarm distribution process. 

Software Architecture 
Based on our internal review of the available RHIC and 

EPICS software tools and external input from experts in 

the EPICS community, we have developed an architecture 
that continues to evolve as we gain more prototyping ex-
perience and improve our understanding of the functional 
and performance requirements from all stakeholders on the 
Project (Fig. 4). 

 
Figure 3: Two of the ADO/EPICS hybridization design op-
tions that have been considered. 

As has been described previously, elements of both 
RHIC ADO and EPICS software are expected to play key 
roles in the overall EIC Controls System. The core solidi-
fying design choice is standardization around the PV Ac-
cess protocol from EPICS as the binding mechanism be-
tween the devices/services layers and the UI applications 
layer.  

HARDWARE STRATEGY 
Whereas RHIC relies heavily on VME-based interfaces 

using the VxWorks RTOS, the desire is to reduce the reli-
ance on the aging VME standard in as many of the EIC 
systems as possible. Other bus-driven Front End Computer 
standards have been considered as a replacement, includ-
ing MTCA and VPX. However, another alternative scheme 
has become the core design of the future EIC FEC platform 
after years of experience developing a previous generation. 
RHIC required a higher performance platform for RF sys-
tems control, and a modular XILINX FPGA-based system 
was first created in 2009 to meet those needs. Using a 
pizza-box form factor and Carrier/Daughter Card layout, it 
allowed the RF controls to flexibly adapt to many individ-
ual deployments and provide a reliable service [12]. Our 
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EIC design borrows the main concepts of this existing plat-
form including a single serial link for distribution of data 
and timing information, with modern enhancements. The 
new platform carefully considers reusability of the design 
in more than one generation of FPGA to minimize recur-
ring engineering costs as the life cycle of those components 
churns onwards. 

Another concept from the earlier RF platform that has 
influenced the new design is that timing distribution at the 
FEC level should be supported with a maximum of flexi-
bility in the performance requirements. For example, delay 
outputs of a particular chassis could support both delays 
with coarse synchronization requirements as well as delays 
with much tighter synchronization and jitter requirements 
for RF or instrumentation applications. The goal is to 
achieve this flexibility without increasing the cost of the 
platform in a significant manner. 

The experience operating the RHIC Controls System has 
highlighted concerns with the increasing number of client 
applications and services that represent a load to each FEC, 
with certain popular systems providing more extreme ex-
amples. Excessive client load can interfere with delivery of 
data published by the FEC, contribute to memory overuti-
lization, and has required manual intervention to recover 
from various forms of system crashes over decades of ma-
chine operations. Additionally, administratively burden-
some schemes had to be developed to mitigate the client 
load concerns, with varying levels of improvement to the 
reliability of the systems and maintainability of the config-
urations. These situations have influenced our considera-
tions for integrating FECs into the EIC Controls environ-
ment. It is our preference that FECs will be designed to in-
terface with middleware running on external servers to 

manage all client I/O traffic [13], rather than rely on inter-
nally hosted server processes that may not be able to scale 
well to meet increasing demands. The basic concept is that 
the FEC hardware is more expensive to upgrade to handle 
upward trends in client load than typical server hardware, 
which can be purchased off-the-shelf and has continued to 
improve in terms of cost and performance over the last two 
decades. 

Hardware Challenges 
One uncommon challenge presented by the constraints 

of the RHIC Tunnel on the EIC Controls design planning 
are the use of the existing Tunnel Alcoves for hosting a 
subset of power supplies for magnets as well as certain 
control electronics for beam instrumentation. Each alcove 
is situated close to the RHIC Blue and Yellow Rings, 
providing short cable runs and thereby keeping perfor-
mance requirements in check and reducing costs. The im-
pact on the related controls equipment is that the proximity 
to the Blue and Yellow beamlines leave any FECs in those 
locations in a radiation environment during beam opera-
tions. 

Single Event Upsets (SEUs) are not uncommon and tend 
to have an impact on operations by delaying tasks or trig-
gering software and hardware failures. The mitigation plan 
for SEUs involves minimizing the number and scope of the 
control interfaces that need to be installed in the Alcove 
locations. Certain equipment will be wholly removed from 
the Tunnel, which is the preferred option where feasible. In 
cases where the field devices cannot themselves be moved 
from the Alcoves, we are developing a strategy to deploy 
our platform to external locations due to concerns about 

Figure 4: Diagram of proposed EIC Software Architecture. 

Figure 4: Diagram of proposed EIC Software Architecture. 

19th Int. Conf. Accel. Large Exp. Phys. Control Syst. ICALEPCS2023, Cape Town, South Africa JACoW Publishing

ISBN: 978-3-95450-238-7 ISSN: 2226-0358 doi:10.18429/JACoW-ICALEPCS2023-MO1BCO04

MO1BCO04

Co
n
te
n
t
fr
o
m

th
is

w
o
rk

m
ay

b
e
u
se
d
u
n
d
er

th
e
te
rm

s
o
f
th
e
CC

B
Y
4
.0

li
ce
n
ce

(©
20

23
).
A
n
y
d
is
tr
ib
u
ti
o
n
o
f
th
is

w
o
rk

m
u
st

m
ai
n
ta
in

at
tr
ib
u
ti
o
n
to

th
e
au

th
o
r(
s)
,t
it
le

o
f
th
e
w
o
rk
,p

u
b
li
sh

er
,a

n
d
D
O
I

22

General

Status Reports



increased sensitivity to SEUs and utilize fiber optic con-
nections to the equipment in the Alcoves. 

As we are planning a modular platform with a proprie-
tary design that must interface with many varieties of field 
equipment, it will be important to streamline the compo-
nent design of our FECs as much as possible. This will en-
courage our development processes to emphasize addi-
tional modularity in the firmware and software interfaces, 
such that we can easily reuse core components in multiple 
designs. The concept is that it can be used by many groups 
within the EIC Project to meet disparate goals without sig-
nificant divergence of the individual component and inter-
face designs. 

Figure 5: A mockup version of a Common Platform  
chassis. 

Common Platform Hardware Design 
Our previous experience has influenced the new propri-

etary Common Platform FEC design: within a 2U chassis, 
resides a Zynq FPGA-based Carrier module and up to two 
Daughter Cards to meet the application requirements (see 
Fig. 5). Each Daughter Card can optionally interface with 
signal conditioning modules to achieve physical interface 
standardization. 

Since certain applications will require a higher density 
of I/O but not require high performance data distribution or 
processing, we have a concept under development called 
the Extended Carrier Interface (ECI). Each ECI unit is pro-
posed to support up to two Daughter Cards, and up to three 
ECIs can be connected to a single Carrier board via an 
SFP+ interface (see Fig. 6). The resulting multi-chassis 
setup is expected to reduce costs in the situations where it 
may fit the performance requirements, which have yet to 
be determined. Applications under consideration include 
RF, instrumentation, and controls I/O interfaces. 

Several Daughter Cards are currently at different stages 
of development: SFP+ Breakout module [14], Digital I/O 
module, Baseband ADC module, BPM module [15], RF 
ADC, and an RF DAC module. We expect to start testing 
the first spin of the Carrier board and SFP+ Breakout mod-
ule in the Fall of CY23. One concept that is planned for 
specific Common Platform Daughter Cards is to include 
standard FMC compatible interfaces to leverage readily 
available COTS hardware rather than replicating all related 
functionality within our proprietary designs. 

Figure 6: A rendering of the Common Platform Carrier 
board. 

Timing System Architecture 
The EIC timing system will be widely distributed around 

the Complex, where different systems will have varying 
sensitivity to synchronization and jitter. Another paper will 
discuss the application of the EIC Common Platform and 
the SFP+ Breakout Daughter Card to meet the related tim-
ing and data distribution requirements. The Timing and 
Data Link (TDL) is based on the existing serial Update 
Link in use with the RF platform at RHIC, though it will 
operate at higher speeds. 

NETWORK AND SERVER STRATEGY 
With the new Common Platform generation of FEC 

hardware and larger number of modern embedded devices 
planned to be integrated into the EIC Controls System over 
an Ethernet network, efforts are underway to revise the to-
pology of the network and consider improvements to the 
fiber plant. Higher capacity links will be needed to meet 
the performance requirements, with higher bandwidth 
needs pushing further into the branches than under the 
RHIC design. Key concerns are the load from FEC data 
publishing, Gigabit Ethernet camera imagery distribution, 
and the peak bandwidth expected when snapshot-worthy 
events occur in any of the major machines that make up the 
EIC. 

To meet user demands, machine operating requirements, 
and minimize costs, we are planning to utilize server virtu-
alization as much as possible. While we have not selected 
a distribution yet, we anticipate using a form of Linux on 
all servers and workstations. 

Cyber security requirements will continue to increase, 
and they must be factored into our network, server, FEC, 
and workstation deployment planning at the current stage 
of the Project. Continuous background monitoring and per-
device vulnerability analysis prior to connecting equip-
ment will be cornerstones of our efforts to mitigate security 
concerns, as will use of authentication tools in support of 
limiting remote access to the accelerator controls. 
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While the RHIC network is largely based on IPv4 traffic, 
we will be expected to select or build networked devices 
that use the IPv6 standard by our EIC stakeholders. We an-
ticipate challenges in obtaining COTS equipment in certain 
areas that will comply with IPv6, and there will also be a 
need to contribute to IPv6 support and testing within the 
software community to achieve a good result. 

CONCLUSION 
With the end of RHIC beam operations approaching in 

FY25, design activities for the EIC Controls System are 
ramping up. EPICS will be used for core services and at 
least a portion of the device integration that will be re-
quired, though we also anticipate supporting certain soft-
ware tools and interfaces from the existing RHIC Controls 
System. A new Common Platform design has been devel-
oped as a replacement for the RHIC FEC platforms, and 
we are preparing to prototype the initial components and 
complete the design work for the additional equipment that 
will be required to meet the requirements for the EIC Pro-
ject. Timing System and networking infrastructure plan-
ning are underway, including considering changes to the 
fiber plant and network topology. 
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